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| ABSTRACT 

Salary prediction plays a vital role in human resource (HR) management, enabling organizations to streamline payroll systems, 

improve decision-making, and ensure fair compensation. Accurate salary forecasting supports workforce planning, budgeting, 

and employee retention strategies. Traditional payroll systems often rely on static rules and historical records, which may not 

capture complex relationships between employee attributes and income levels. With the advent of machine learning (ML), 

predictive models have emerged as powerful tools for addressing these limitations in HR payroll systems. This study proposes 

an Extreme Gradient Boosting (XGBoost) model for salary prediction using the Adult Income Dataset. The method incorporates 

feature selection following data pretreatment, which includes managing missing values, eliminating outliers, one-hot encoding, 

and min–max normalization, in order to maintain the most relevant characteristics. To guarantee accurate model assessment, 

the dataset is separated into training (80%) and testing (20%) subsets. With an AUC-ROC of 0.93 and 91.16% accuracy, 

precision, recall, and F1-score all at 88%, the suggested XGBoost model demonstrated high predictive performance.  The 

findings show that the XGBoost model performs noticeably better than more conventional models, such as Naïve Bayes (NB) 

and Support Vector Machine (SVM), making it a dependable and efficient method for predicting salaries in payroll systems. This 

study highlights the potential of advanced ML techniques to enhance efficiency and accuracy in HR management. 
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I. INTRODUCTION  

The wage of the employee is now the main reason why an employee leaves an organization. Employees regularly switch 

employment in order to collect the promised remuneration. To keep the firm from losing money, a model has been put up that 

states that employees should be paid what they want or anticipate from the business [1][2]. In this competitive environment, 

every person has higher expectations and aspirations. However, it would not be possible to randomly allocate the amount of 

remuneration that each person would expect. Rather, a system should be established to assess an employee's capability to 

earn the expected salary. The exact wage cannot be computed, but it can be estimated based on the right data sets [3]. 

Payroll administration is a vital company operation since it involves the accurate computation and distribution of employee 

salaries and compensation within legal frameworks. Salary prediction is thus a relevant innovation which a solution to the 

desires of a job seeker, hiring manager and a student. This aids individuals to make rightful choices on their careers and also 

aid organization in determining equitable and workable salaries which are amicable. To an employee, it is a means of 

understanding what the potential payback might be and subsequently result into professional development [4][5]. The 

employer selects such insights to offer competitive pay that is within his or her financial capacities. The students also have 

opportunities to reap the benefits by selecting educational routes that would translate into financial rewarding professions. 

Proper assessment of payment can be used to provide a more effective and just employment market by matching the hopes of 

employment seekers with the functionality of employers [6][7]. 
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A time series is a set of values or a sequence that a variable takes on at the same time.   People think the stock market is 

one of the most complicated financial systems since it has many stocks whose values move a lot over time [8][9]. ML comprises 

a set of algorithms or computational approaches that systematically find and reveal patterns in data, allowing it to manage 

large amounts of heterogeneous data. ML develops automated algorithms that can learn from data and provide predictions or 

judgments based on the data. Effective ML apps advise businesses on data-driven, empirically supported HR management 

techniques to reduce employee attrition [10][11]. To the best of the authors' knowledge, however, nobody has utilized ML 

approaches to anticipate staff turnover in community mental health organizations by analyzing HR data [12][13]. 

A. Motivation and Contribution 

The motivation for this study stems from the critical need to accurately predict individual income levels, which has 

significant implications for human resource (HR) management, economic analysis, and policy-making. Income prediction helps 

organizations identify wage disparities, optimize payroll systems, and make informed decisions regarding talent management 

and compensation strategies. Additionally, leveraging ML techniques, such as XGBoost, enables the effective handling of large, 

complex datasets and the discovery of patterns that traditional statistical methods may overlook. This research aims to support 

more egalitarian and data-driven decision-making processes in organizational and socioeconomic contexts by enhancing 

forecast accuracy and identifying key income factors. This study adds a number of significant insights to the topic of payroll 

systems for HR: 

• Utilized The UCI ML Repository's Adult Income Dataset, containing 48,842 records and 14 attributes (8 categorical, 6 

continuous) across 42 nations, providing a diverse and comprehensive dataset for income prediction 

• Performed comprehensive data preparation, such as one-hot encoding, outlier elimination, and managing missing values, 

and normalization, to ensure high-quality input for modeling. 

• Delivered elaborate exploratory data analysis with graphs, with emphasis on the relationships between demographic, 

work characteristics, and income groups. 

• Produced a precise income prediction model with the Extreme Gradient Boosting (XGBoost) algorithm, which 

outperforms the traditional classifiers. 

• A variety of evaluation measures, including as ROC-AUC, F1-score, accuracy, precision, and recall, were used to evaluate 

the model's performance. 

B. Justification and Novelty 

This research is justified by the growing need for accurate salary prediction models to support HR payroll systems, 

workforce planning, and compensation management. Conventional payroll methods are often inefficient and fail to accurately 

reflect the complex and non-linear interactions among demographic, educational, and occupational variables, resulting in 

inefficiencies and inaccurate classifications. The novelty here is that the Extreme Gradient Boosting (XGBoost) model has been 

used, and it uses ensemble learning to outperform the traditional classifiers, like Naive Bayes (NB) and Support Vector Machine 

(SVM), on predictive performance. This study demonstrates that XGBoost can enhance not only predictive accuracy (91.16%) 

but also balance precision, recall, and F1-score, providing a more valid and viable solution for real-life payroll management 

systems. 

C. Structure of the paper 

The structure of this paper is organized as follows: Section II reviews the summarized literature on ML and the prediction of 

salaries in payroll systems. Section III describes the methodology, including dataset description, preprocessing, and the 

proposed model. Section IV discusses the results and comparative analysis with existing models. Finally, Section V concludes 

the study and provides guidelines for future research. 

II. LITERATURE REVIEW  

A thorough review and analysis of key research studies on salary prediction for HR payroll systems was conducted to guide 

and support the development of this study. 

Zuo et al. (2019) examine the supply and demand situation for local talent using relevant information from the city's talent 

market. Wavelet threshold denoising is used to analyze the data, and an NAR neural network model is created for prediction. 

To anticipate the employment situation, the GM (1,1) forecasting model is integrated with data such as average income, 

employment satisfaction, and the employment rate of Chinese students. The number of applications, academic criteria, 

students admitted, and a city's rapidly expanding industry are all taken into consideration while creating the SOM neural 

network model [14]. 
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Viroonluecha and Kaewkiriya (2018) build the Salary Predictor System to forecast Thai employees' monthly salaries using 

the DL technique, which has garnered a lot of interest in the ML area lately.  The data was taken from a popular job-search 

website that has over 1.7 million users. To build and analyze this model, personal data from the first five months of 2018 was 

used.  They evaluated the results against similar algorithms, such as GBT and RF. After comparison, DL was subjected to the 

feature selection techniques. The ideal R-squared result from combining feature selection and DL was 0.462, and the quick 

runtime was 15.37 seconds [15]. 

Dutta, Halder and Dasgupta (2018) developed a novel salary prediction engine using the ADZUNA job postings dataset, 

which contained more than 240,000 records of job titles, descriptions, locations, and company details. The study implemented 

DT, RF, KNN, and SVM. After extensive preprocessing, including feature selection and salary normalization, the findings 

indicated that whereas decision trees had an accuracy of 84.4% with a macro F1-score of 0.615, the random forest model 

outperformed the others with a weighted F1-score of 0.869, an accuracy of 87.3%, a mean squared error of 329.12, and a mean 

absolute error of 5.04. The authors concluded that job title, description, and location were the strongest predictors of salary, 

whereas contract type and time had a negligible impact [16]. 

Martín et al. (2018) examines 4,000 job offers from an IT employment website in Spain. They conclude that experience is 

more beneficial than education, then utilize tree-based ensembles to develop an acceptable salary-range classifier and create 5 

profile groups based on the necessary competencies. This study included a variety of models, including voting classifiers based 

on all or some of the following models: LR, NN, MLPs, SVMs, RF, and adaptive boosting. According to experiments, DT-based 

ensembles perform better overall, and a voting committee using them achieves an accuracy of about 84% [17]. 

Shankar et al. (2018) Employee attrition is a major problem for businesses, particularly when important personnel, technical 

staff, and skilled workers depart in search of better opportunities elsewhere. The cost of replacing a skilled worker is incurred.  

Therefore, analyze the common causes of employee attrition using both historical and current employee data. To prevent 

employee attrition, well-known classification algorithms were applied to the HR data, including DT, LR, SVM, KNN, RF, and NB 

approaches [18]. 

Sisodia, Vishwakarma and Pujahari (2017) order to predict the employee attrition rate, try creating a model using a data 

about HR analytics from the Kaggle website.  In order to illustrate the relationship between characteristics, a heatmap and a 

correlation matrix are created. The experimental portion generates a histogram that displays the disparity between the 

departing workers and their departments, pay, satisfaction levels, and other factors. Use five distinct ML methods, including RF, 

KNN, NB classifier, C 5.0 DT classifier, and linear SVM, for prediction purposes. This essay suggests the factors that maximize 

employee churn in a particular organization [19]. 

Khongchai and Songmuang (2016) proposes a technique to increase pupils' incentive to study by forecasting earnings. A 

prediction model with seven characteristics is created using the decision tree approach. used a 10-fold cross-validation using 

13,541 records of graduating student data to assess the system's effectiveness. Overall, 41.39% accuracy was achieved. 

Additionally, use surveys with a sample of 50 students to assess the efficacy of the system. Based on the results, the strategy 

can help achieve success in engaging students in gaining knowledge and give them some confidence in their future. The last 

point of the sample students indicated that they were pleased with the technology as they thought the prediction findings 

were legible and understandable, and the system was simple to use [20]. 

Table I summaries the modern findings in the area of salary prediction, specifying the models employed, data sets utilized, 

key findings, and the difficulties encountered. 

TABLE I.  COMPARATIVE ANALYSIS STUDIES ON SALARY PREDICTION USING MACHINE LEARNING 

Author Proposed Work Results Key Findings Limitations / 

Recommendation 

Zuo et al. 

(2019) 

Analyzed talent market data of 

a city utilizing SOM, GM(1,1) 

model, NAR neural network, 

and wavelet threshold 

denoising. 

Employment 

satisfaction, average 

wage, student 

employment rate, 

and demand for 

talent in the labour 

market. 

Combined NAR, 

GM(1,1), and SOM 

models provide 

effective prediction of 

employment trends 

and industry demand. 

Limited to data from a 

single city; recommend 

extending to multi-city 

datasets for broader 

applicability. 

Viroonluecha Salary Predictor System using Best R² = 0.462 with Feature selection R² value is relatively low; 
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and 

Kaewkiriya 

(2018) 

Deep Learning with feature 

selection on Thai job dataset 

(1.7M users). 

runtime = 15.37s. combined with Deep 

Learning improved 

accuracy and 

efficiency. 

model needs 

improvement in predictive 

power. Can extend to 

larger/varied datasets. 

Dutta, Halder 

and 

Dasgupta 

(2018) 

Salary prediction engine using 

ADZUNA dataset (240K+ job 

postings). Models: Decision 

Trees, RF, KNN, SVM. 

RF achieved 

accuracy = 87.3%, 

MAE = 5.04, MSE = 

329.12, Weighted F1 

= 0.869. 

Job title, description, 

and location were 

strongest predictors. 

Contract type/time 

had little effect. 

Limited to ADZUNA 

dataset; cross-platform 

generalization needed. 

Explore deep learning for 

better performance. 

Martín et al. 

(2018) 

Salary-range classifier on 

4,000 Spanish IT job offers 

using multiple ML models (LR, 

KNN, MLP, SVM, RF, AdaBoost, 

Voting). 

Tree-based 

ensembles ≈ 84% 

accuracy; Voting 

classifier best. 

Experience more 

rewarded than 

education; identified 

five skill-based 

clusters. 

Dataset size small (4,000 

jobs). Larger dataset and 

cross-domain testing 

recommended. 

Shankar et al. 

(2018) 

Employee attrition prediction 

using HR data and ML models 

(DT, LR, SVM, KNN, RF, NB). 

Models applied, 

results highlight 

attrition patterns 

(metrics not 

specified). 

Attrition causes 

identified; ML useful 

in HR analytics. 

Quantitative performance 

not deeply reported. 

Future work: deeper 

feature engineering and 

ensemble methods. 

Sisodia, 

Vishwakarma 

and Pujahari 

(2017) 

Employee churn prediction 

using Kaggle HR dataset with 

correlation, heatmap, and ML 

models (SVM, C5.0 DT, RF, 

KNN, NB). 

Predictions 

generated (accuracy 

metrics not 

specified). 

Correlation insights: 

churn relates to 

salary, department, 

satisfaction level, etc. 

More detailed evaluation 

metrics needed. 

Recommendation: apply 

advanced DL methods and 

real-world datasets. 

Khongchai 

and 

Songmuang 

(2016) 

Salary prediction for student 

motivation using a Decision 

Tree on graduate data (13,541 

records). 

Accuracy = 41.39% 

(10-fold CV). Student 

survey: positive 

satisfaction. 

System boosts 

motivation and 

provides simple, 

interpretable results. 

Predictive accuracy low. 

Recommendation: adopt 

advanced ML/DL models 

and richer features. 
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III. RESEARCH METHODOLOGY  

The study's methodology began with data collection using the Adult Income Dataset. The data processing involved handling 

missing data, removing outliers, applying one-hot encoding, and performing min-max normalization. Following this, feature 

selection was employed to retain the most useful attributes and eliminate redundancy, thereby enhancing model accuracy and 

efficiency. To guarantee accurate model evaluation, the data were then divided into two groups: training (80%) and test (20%). 

Lastly, the suggested Extreme Gradient Boosting (XGBoost) algorithm was created and trained to produce reliable results for 

salary prediction. The main criteria utilized to evaluate how successfully the HR payroll system predicted wages were the 

accuracy, precision, recall, F1-score, and ROC curves. Figure 1 shows the full procedure. 

 

Fig. 1. Proposed flowchart for Salary Prediction 

The next section goes into great detail on the suggested flowchart for predicting wages in HR payroll systems. 

A. Data Collection 

This study utilized the Kaggle dataset on adult income.  Based on characteristics including age, education, occupation, and 

weekly hours worked, it is frequently used in classification tasks to determine if an individual makes more than $50,000 per year 

(>50K) or less than that much (<=50K). For 42 countries, the data collection has 14 characteristics and 48,842 distinct records. 

Age, education, nationality, marital status, relationship status, occupation, job classification, gender, race, weekly working hours, 

capital loss, and capital gain are among the 14 characteristics. These are composed of 8 categorical and 6 continuous 

components. Data visualizations such as bar plots and heatmaps were used to examine distribution, feature correlations, etc., 

and are given below:  

 

Pre-process the Data  

Handle missing values Remove outliers 

Data splitting into 

Training and Training 

Feature selection 

Results  

Adult Income Dataset 

Data normalization 

Implement XGBoost 

Model  

Model evaluation accuracy, 

ROC, precision, recall and f1 

score  

 

One-Hot Encoding 
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Fig. 2. Heatmap Label’s Pearson Correlation Coefficients 

Figure 2 shows a correlation heatmap displaying the relationships between 5 numerical features: Age, weekly hours worked, 

level of education, capital gain, and capital loss. A high positive correlation (closer to 1.00) is indicated by red in the chart, 

whereas a negative or weak correlation (near to 0.00) is indicated by blue. As anticipated, the diagonal displays a perfect 

correlation of 1.00 between each variable and itself. The off-diagonal values show that most of the features have very weak 

correlations with each other, with all values below 0.13. This suggests that none of these variables has a strong linear 

relationship. 

 

Fig. 3. Pie chart of Income Distribution 

Figure 3 shows the pie chart of income distribution, illustrating the proportion of individuals in a dataset based on two 

income brackets: less than or equal to $50K and greater than $50K. The chart indicates that the majority of individuals, 76.1%, fall 

into the lower income bracket ($≤ $ 50K), while a smaller segment, 23.9%, belongs to the higher income bracket (>$50K). 

 

Fig. 4. Income Distribution by Gender 

Figure 4 bar chart shows Income Distribution by Gender, compares the number of individuals across two income brackets, 

less more than $50K and less than or equal to $50K, for both males and females. The chart indicates that males outnumber 

females in both income categories. Specifically, the proportion of men who make over $50,000 is far more than the number of 

females in the same income bracket. Conversely, a larger number of females are in the $50K or less income bracket, even though 

the dataset's overall female population seems to be lower than its overall male population. 
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Fig. 5. Income Distribution by Marital Status 

Income Distribution by Marital Status Figure 5, the chart shows that Never-married individuals are predominantly in the ≤50K 

bracket, while Married-civ-spouse individuals are more evenly distributed, with a higher proportion in the >50K bracket. Other 

marital statuses have fewer individuals, mostly in the ≤50K category. 

 

Fig. 6. Working Hours Distribution by Income 

Figure 6 working Hours Distribution by Income. The median working hours for the >$50K collection is higher compared to 

the ≤$50K group, with a larger interquartile range, indicating that higher-income individuals generally work longer hours with 

greater variability. Both groups exhibit a substantial number of outliers beyond the whiskers, representing individuals with 

extremely short or long working hours. 

B. Data Pre-Processing  

The Adult Income Dataset was collected, concatenated, and cleansed before extracting the relevant features. During 

preprocessing, missing values and outliers were removed, followed by data transformation and normalization. The main 

preprocessing steps are as follows: 

• Handle missing value: The dataset has been subjected to several algorithmic adjustments in order to address the missing 

values for categorical variables, labor class, occupation, and native country.  

• Remove Outliers: Outliers were handled to ensure data integrity and consistency, preparing the dataset for further 

investigation and model training. 

C. One-Hot Encoding for Data Encoding 

Converting data from one format to another, generally with the aim of increasing efficiency, is known as data encoding, 

which ensures compatibility and facilitates transmission and storage. A data preparation method used in ML called "one-hot 

encoding" transforms categorical data into a computer-understandable numerical format. 
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D. Data Normalization using Min-Max 

The data was normalized using the min-max technique, which maintained the values between 0 and 1. This was done to 

lessen the effects of outliers and make the classifiers that were used work better. Used the mathematical approach Equation (1) 

to do the normalization: 

 𝑋′ =
𝑋− 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
  

Where X stands for the feature's initial value, 𝑋′ for its normalised value, 𝑋𝑚𝑖𝑛 for its minimum value, and 𝑋𝑚𝑎𝑥 for its 

maximum value. 

E. Feature Selection 

Feature selection is to constructing an ML model, the process of identifying and selecting the most relevant features 

(variables) from a dataset. Its main objectives are to decrease overfitting and increase model accuracy, minimize computational 

costs, and streamline models by eliminating unnecessary, noisy, or redundant features. 

F. Data Splitting 

The process of breaking up a dataset into more manageable, discrete subsets is known as data splitting, and it is usually used 

to train, validate, and test ML models.  There are training and testing sets inside the dataset. 80% of the data is made accessible 

for training, while 20% is used for testing. 

G. Proposed Extreme Gradient Boosting (XGBoost) Model 

XGBoost is an ensemble learning algorithm that is utilized to predict using DT [21]. Regression problems can be solved by 

minimizing a loss function that determines the discrepancy between the target's actual and expected values. The XGBoost 

regression mathematical model can be defined as Equation (2): 

 𝑦 = 𝑓(𝑥)  

Where y is the forecasted property price, x is an input feature (squares of the house, number of bedrooms, etc.), and f(x) 

defines the XGBoost model that predicts y, using x as input features. XGBoost trains a number of trees in an ensemble to 

minimize the mean squared error (MSE) loss function in order to compute f(x). The model aggregates the forecasts of different 

DT to get a final forecast. The overall model of the XGBoost regression can be represented as Equation (3): 

 𝑦 = ∑(𝑘 = 1 𝑡𝑜 𝐾)  𝑓𝑘(𝑥)  

𝑥 is a predictor variable, 𝑥 denotes a specific variable to be determined, while fk(𝑥) denotes the prediction of the 𝐾-th tree of 

the decision trees within the ensemble, and 𝐾 is the number of decision trees in the ensemble. Each tree is predicted as a 

weighted average of the leaf values of the tree, learned during training. The prediction of the XGBoost model for a given input 𝑥 

is obtained by summing the predictions of all the DT in the ensemble. 

H. Evaluation Metrics 

The efficacy of the proposed paradigm was evaluated using various performance metrics. By contrasting the actual values 

with the anticipated outputs of the trained models, True Positives (TP), False Positives (FP), True Negatives (TN), and False 

Negatives (FN) were determined. Based on these measures, the evaluation matrix, which includes F1-score, recall, accuracy, and 

precision, is displayed below: 

1) Accuracy 

The number of instances that the trained model accurately predicted relative to the total quantity of instances in the dataset 

(input samples) is expressed as Equation (4)- 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

TP+Fp+TN+FN
  

2) Precision 

Precision is the percentage of positive instances successfully predicted out of all positive instances predicted by the model. 

Precision indicates. How good the classifier is in predicting the positive classes is expressed as Equation (5)- 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP+FP
  

3) Recall 

This measure is the rate of positive occurrences that were accurately predicted for all cases that ought to have turned out 

positively. It is expressed mathematically as Equation (6)- 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

𝑇𝑃+𝐹𝑁
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4) F1 score 

It combines the precision and recalls harmonic means, which means, it helps to balance recall and precision. Its range is [0, 1]. 

Mathematically, it is given as Equation (7)-  

 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  

5) Receiver Operating Characteristic Curve (ROC) 

The percentage of cases that are correctly labelled as positive against those that are wrongly classed as positive for 

numerous decision cut-off points is shown in a visual representation known as the ROC. FPR is equivalent to 1-specificity, but 

TPR is sometimes known as sensitivity or recall. 

IV. RESULTS AND DISCUSSION  

The models and tests were implemented in Python 3.7 and run on the Microsoft Windows 10 Pro Operating System (OS). 

used GPU graphics driver version 431.60 and CUDA version 10.1. The TensorFlow (v2.0) and Keras (v2.3) Python packages were 

utilized, along with scikit-learn, SciPy, and Matplotlib libraries. The proposed model was trained using Table II provides a 

summary of the Adult Income Dataset and the major performance indicators, F1-score, recall, accuracy, and precision, for 

example. Using precision, recall, and F1-score all at 88% and an accuracy of 91.16%, the proposed XGBoost model showed 

balanced classification performance. The AUC-ROC score of 0.93 further demonstrates its strong discriminative ability between 

income groups. Overall, the results confirm XGBoost as a robust and reliable model for salary prediction in payroll systems. 

 

TABLE II.  EXPERIMENT RESULTS OF PROPOSED MODELS FOR SALARY PREDICTION ON ADULT INCOME DATASET 

Performance 

Matrix 

Extreme Gradient 

Boosting (XGBoost) 

Model 

Accuracy 91.16 

Precision 88 

Recall 88 

F1-score 88 

AUC-ROC 0.93 

 

Fig. 7. Confusion matrix for XGBoost Model  

The confusion matrix in Figure 7 shows how well the classification model performed on the test data.  The model exhibits 

high predictive power for class 0, with 95% of instances correctly classified and only 5% misclassified as class 1. In contrast, for 

class 1, the model correctly identifies 68% of the cases, but 32% are misclassified as class 0, indicating a higher error rate for this 

class. Overall, the model demonstrates excellent accuracy in detecting class 0 while showing relatively weaker performance for 

class 1, suggesting some imbalance in predictive capability between the two classes. 
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Fig. 8. Precision-Recall analysis of the XGBoost Model 

The ROC curve for the XGBoost model is displayed in Figure 8, demonstrating its capacity to differentiate between classes 

over a range of threshold values. The curve lies well above the diagonal reference line, which represents random classification, 

indicating strong discriminatory power. The model performed quite well in differentiating between positive and negative pay 

classes, as evidenced by its AUC value of 0.93. This high AUC value suggests that for salary prediction, the proposed XGBoost 

model is incredibly reliable and successful. with the least amount of overlap between the TP and FPR. 

A. Comparative analysis 

In order to support the suggested XGBoost model's efficacy, the comparative accuracy analysis is provided in Table III with 

other existing models. Although the Adult Income Dataset is split into four distinct groups that differ in various aspects, the 

accuracy comparison of various predictive models used in an HR payroll system to predict salary across the Adult Income 

Dataset demonstrates that there are significant differences in the performance of the dataset's prediction models. Naive Bayes 

(NB) classifier could reach a relatively low accuracy of 78 percent in prediction. Support Vector machine (SVM) produced a better 

result of 85.52, which demonstrates the fact that it can be used successfully with complex features. The proposed XGBoost model 

outperformed the other two and demonstrated the highest accuracy at 91.16, which suggests it possesses a more favorable 

ability to learn and successfully understand the general nonlinear trends in the dataset. The analysis presented in this 

comparison clearly shows that XGBoost is the most suitable model among the methods analyzed for predicting salaries.  

TABLE III.  ACCURACY COMPARISON OF DIFFERENT PREDICTIVE MODELS OF SALARY PREDICTION FOR HUMAN RESOURCE PAYROLL SYSTEMS USING THE 

ADULT INCOME DATASET 

Models Accuracy 

NB[22] 78 

SVM[23] 85.52 

XGBoost 91.16 

The accuracy of the proposed XGBoost model is 91.16 percent, which outperforms the performance of other traditional 

models. This superb accuracy indicates the model's high capacity to successfully predict salary categories, which qualifies it as a 

more legitimate and effective choice in HR payroll methods. There is also increased accuracy, which means that payroll 

management decision-making is enhanced. It also reduces the chances of being misclassified compared with other models. 

Overall, it indicates that XGBoost is the most efficient and trustworthy model for salary predictions. 

V. CONCLUSION AND FUTURE STUDY 

The value of employee pay prediction in HR management lies in its ability to facilitate reasonable compensation, effective 

payroll management, and informed workforce planning. An Extreme Gradient Boosting (XGBoost) regression model was 

proposed in this paper to model salary using the Adult Income Dataset, which was preprocessed, features were selected, and the 

model was trained. The model was 91.16% accurate, 88% precise, recall and F1-score with an AUC-ROC of 0.93. These results 

confirm its power and equal predictive ability in classifying salary levels. The XGBoost, as compared to other standard models 

such as NB and SVM, was noted to be a better model because it exhibited a better performance in detecting complex nonlinear 

data characteristics. The model, however, was found to be more predictive in the category of ≤ $50K incomes rather than the 

category of > $50K, which was due to a lack of class balance within the dataset. Despite this weakness, the approach provides 

beneficial insights to organizations, enabling more accurate, fair, and data-driven decisions in payroll systems and workforce 
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analytics. Overall, this paper demonstrates that XGBoost can be a credible and useful model with the potential to positively 

impact predictive performance, reduce misclassification, and enhance compensation management in a real-life HR environment. 

Subsequent research will enhance the study's quality by employing resampling or cost-sensitive methods, incorporating 

more socio-economic data, and utilizing sophisticated feature engineering with hyperparameter optimization to make the 

research more scalable and applicable to the real world. 
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