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| ABSTRACT 

In the ever-evolving field of cybersecurity, sophisticated methods—which combine supervised and unsupervised approaches—

are used to tackle cybercrime. Strong supervised tools include Support Vector Machines (SVM) and K-Nearest Neighbors (KNN), 

while well-known unsupervised methods include the K-means clustering model. These techniques are used on the publicly 

available StatLine dataset from CBS, which is a large dataset that includes the individual attributes of one thousand crime victims. 

Performance analysis shows the remarkable 91% accuracy of SVM in supervised classification by examining the differences 

between training and testing data. K-Nearest Neighbors (KNN) models are quite good in the unsupervised arena; their accuracy 

in detecting criminal activity is impressive, at 79.56%. Strong assessment metrics, such as False Positive (FP), True Negative (TN), 

False Negative (FN), False Positive (TP), and False Alarm Rate (FAR), Detection Rate (DR), Accuracy (ACC), Recall, Precision, 

Specificity, Sensitivity, and Fowlkes–Mallow's scores, provide a comprehensive assessment. 
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1. Introduction 

The growth of cybercrime in the cyber age demands a targeted approach to cybersecurity research, especially in the area of access 

control. The study emphasizes how important it is to identify cyber users and notify cybercrime investigators of any illegal activity 

as soon as possible. This allows investigators to carry out in-depth investigations and file lawsuits against offenders. Because there 

is no prior data, handling cybercrime situations is a special problem that emphasizes the need for machine learning models. These 

models are essential for accurately categorizing data using in-depth analysis and for making efficient use of features in class 

prediction. Enhancing network security and strengthening it against possible attackers is the main goal. Using real-time datasets 

and cluster computing tools, the study carefully compares the effectiveness of several approaches to cybercrime detection. The 

assessment extends to the efficacy of classifiers, seeking to enhance overall cybersecurity measures and mitigate the risks posed 

by malicious actors in the digital landscape. 
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Innovative and cutting-edge tactics are needed to combat cybercrime in the quickly changing field of cybersecurity. Using state-

of-the-art instruments, including Support Vector Machines (SVM), K-nearest neighbors (KNN), K-means clustering, and Gaussian 

mixture models, this study explores both supervised and unsupervised approaches. The centerpiece is the extensive collection of 

personal traits of one thousand crime victims found in the CBS open data StatLine. Performance analysis is a rigorous testing 

process that uses several datasets to demonstrate the effectiveness of SVM, which has an amazing 91% accuracy rate in supervised 

classification. In the unsupervised realm, on the other hand, Gaussian mixture models excel, exhibiting an astounding 79.56% 

accuracy rate in crime identification. 

 

True Positive (TP), False Positive (FP), True Negative (TN), False Negative (FN), False Alarm Rate (FAR), Detection Rate (DR), Accuracy 

(ACC), Recall, Precision, Specificity, Sensitivity, and Fowlkes–Mallows scores are among the evaluation metrics used to provide a 

comprehensive assessment. The Expectation-Maximization (EM) technique is used to carefully examine the Gaussian mixture 

model's performance to provide a thorough assessment of its effectiveness in cybercrime detection. 

 

The complexity of gathering, classifying, and preparing cybercrime data is further examined in this article, which also highlights 

the significance of abiding by data privacy laws like the General Data Privacy Regulation (GDPR) of the European Union. Based on 

a variety of characteristics, the dataset is divided into discrete groups, and patterns are found to forecast cybercrime in particular 

industries, including banking. The approach includes the use of supervised learning techniques, wherein SVM is the primary tool 

used to create a cybercrime detection model. Real-time dataset input, classification using clustering approaches, SVM-based 

classification, cluster classification, and SVM evaluation based on new classes are among the comprehensive procedures. After a 

thorough analysis of performance metrics, training data properties, and SVM classifier results, an 89% classification accuracy is 

demonstrated. 

 

The study also looks at using KNN for regression and classification tasks, emphasizing the importance of the K parameter and its 

weighted average method. A comparison of the computational requirements of SVM and KNN classifiers highlights the former's 

aptitude for binary classification, while the latter performs better as a multiclass classifier. Self-guided Hebbian learning, a feature 

of the unsupervised learning methodology, aids in pattern identification in the absence of predetermined labels. Two essential 

elements of this strategy are principal component analysis and cluster analysis. The performance of the suggested research is 

assessed using a real-time dataset in the article's conclusion, with a focus on gathering and preparing cybercrime data. An 

examination of IDS indicators along with performance metrics for the SVM classifier offers a comprehensive perspective on the 

efficacy of the research. 

 

2. Literature Review 

Buczak and associates' (2016) extensive survey study describes a targeted investigation of the literature about approaches for data 

mining (DM) and machine learning (ML) used in cyber analytics to enable intrusion detection. Every ML/DM approach has a brief 

tutorial description to go along with it, and the papers that best exemplify each method are chosen based on emerging importance 

and citation frequency. A thorough reading process was followed by summaries to ensure that every recognized approach was 

conveyed in its entirety. Considering the critical role that data plays in ML/DM techniques, significant cyber datasets that are used 

here are explained. The article explores the nuances of machine learning and deep learning algorithms, explores the difficulties in 

using them in cybersecurity, and provides suggestions for the best use of particular techniques. 

 

Khater and associates' (2020) extensive examination looks closely at methods for identifying and stopping cybercrime. First, many 

types of cybercrimes are examined, together with the risks they represent to computer system security and privacy. The report 

explores the methods that cybercriminals use to commit these crimes against people, companies, and communities. The 

effectiveness of current cybercrime detection and prevention strategies is evaluated, with a critical examination of their weaknesses 

and an objective assessment of their merits. The paper concludes with recommendations for the creation of a sophisticated 

cybercrime detection model that can detect cybercrimes more successfully than existing methods. 

 

Khan and associates' (2015) research looks at the structures and sources of the spamming botnets that are used to spread a 

significant amount of email spam. It then goes on to give detailed accounts of spamming botnets, presenting an organized picture 

of the chronological flow of events and significant advancements in these botnets' history. The aim of this work is to provide a 

thorough analysis of several email spamming botnet detection techniques that have been presented in previous research. It tries 

to classify various approaches according to their detection strategies as well as their defensive attributes, and it presents, contrasts, 

and compares their advantages and disadvantages in great detail. Additionally, a qualitative examination of these methods is 

provided. Finally, the report describes future directions and challenges in the field of email detection. 

 

The Samarthrao group's (2020) research aims to improve cybersecurity by developing a novel spam detection methodology. The 

suggested approach consists of several phases, such as the acquisition of datasets, feature extraction, selection of the best features, 
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and detection. First, a benchmark email dataset is collected that includes text and image datasets. Then, two feature sets—text 

features and visual features—are used for feature extraction. While visual features include color correlograms and Gray-Level Co-

occurrence Matrix (GLCM), text characteristics require extracting Term Frequency-Inverse Document Frequency (TF-IDF). An ideal 

feature selection procedure is carried out in order to handle the feature vector's increased length. This procedure uses the Fitness 

Oriented Levy Improvement-based Dragonfly method (FLI-DA), a revolutionary meta-heuristic method. Following the identification 

of the best features, detection is carried out by a hybrid learning strategy that combines the strengths of two deep learning 

methodologies: convolutional neural network (CNN) and recurrent neural network (RNN). In order to improve these deep learning 

methods' performance, FLI-DA is used to optimize the number of hidden neurons in CNN and RNN. In the end, data is divided 

into spam and ham categories using the optimum hybrid learning method that combines CNN and RNN. Empirical findings 

highlight the effectiveness of the suggested approach in classifying spam emails via improved deep learning. 

 

Bouyeddou et al. (2021) present a technique that uses the Kullback-Leibler distance (KLD) to identify abnormalities in the form of 

DOS and DDOS flooding attacks, such as TCP SYN flood, UDP flood, and ICMP-based attacks. The method combines the sensitivity 

of an exponential smoothing scheme with the advantageous features of KLD, which is well-known for its capacity to quantitatively 

distinguish between two distributions. The goal of combining data from previous and present samples in the decision rule is what 

drives the addition of exponentially smoothed KLD measurements (ES–KLD) to increase the sensitivity of the detector to small 

abnormalities. Additionally, a nonparametric strategy employing kernel density estimation is employed to establish a threshold for 

the ES-KLD decision statistic, aiding in the identification of attack occurrences. Evaluations conducted on three publicly available 

datasets demonstrate the enhanced performance of the proposed mechanism in comparison to traditional monitoring techniques 

for cyber-attack detection. 

 

3. Methodology 

3.1 Data Collection and Classification  

A vast database of crime statistics is kept up to date in police files, with annual case counts recorded across the country. These 

records are compiled under the direction of the National Crime Bureau of Records. The collected data are typically unprocessed 

and frequently contain errors or missing values. As a result, in order to address these problems and properly arrange the 

information, data preparation becomes essential. Both data cleansing and preprocessing methods are included in this procedure. 

The dataset used is from the CBS open data Stat Line and focuses specifically on cybercrime detection. Open data for Stat Line 

tables is available to everyone via a Web service (API). This makes it easier to obtain the most recent stable version, which can be 

requested and downloaded from within Stat Line. Automation of data handling is enabled through the OData API. It's important 

to note that the protection of personal data adheres to the guidelines set forth by the European Union's General Data Protection 

Regulation (GDPR); Figure 1 shows the entire flow of our work. 

 

 
 

                            Figure 1: Entire Workflow of our Model  
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The dataset is partitioned into discrete groups based on qualities that are intrinsic to the data items. The method of categorization 

involves grouping crimes according to the states and cities in which they occur. This classification encompasses several categories 

of offences, enabling a thorough comprehension of the dataset. By utilizing the K-means technique, similar features in the data 

can be efficiently grouped or clustered, improving the information's overall organization and analysis. 

 

3.2 Pattern Identification and Prediction  

This complex procedure includes figuring out the patterns and trends that are present in crime data. The key to this pattern 

identification is identifying the patterns of crime that are connected to places. Relevant location-related factors, such as weather, 

notable events, local sensitivity, and the existence of criminal gangs, are carefully considered in this context. Law enforcement 

personnel benefit greatly from the insights gained from these patterns, which help them perform more smoothly and effectively. 

For every place, a customized model is built, creating a focused method for crime investigation. A prediction software system 

receives the current date and pertinent attributes to identify crime-prone areas. The data are graphically presented using 

visualization tools, providing a thorough and understandable picture of the recognized criminal patterns. With the help of this 

integrated strategy, which combines attribute consideration, pattern detection, and predictive modeling, police officers may make 

proactive decisions and use resources strategically in their ongoing efforts to uphold public safety. 

 

3.3 Supervised Learning Method 

In the context of supervised learning approaches, a model is carefully constructed to generate predictions based on data in an 

environment that is, by nature, unpredictable. With more observations, the computer's predictive power is significantly increased. 

Algorithms in the supervised learning paradigm work by taking into account a set of input data and associated known responses. 

A heterogeneous matrix represents the overall structure of the input dataset, with rows representing instances, observations, or 

examples and columns representing attributes, predictors, or features. The variables that contain the measurements for every user 

are represented by rows and columns. The column vector that is made up of the replies contains the output that is associated with 

every observation in the input dataset. When a supervised learning model is being trained, an appropriate algorithm is selected, 

and it is then given the input and response data to process. Through the process of iteration, the model is improved and optimized, 

learning and generalizing patterns from the given data and improving its prediction power. In the face of uncertainty, supervised 

learning becomes an effective tool for deriving relevant insights and producing precise forecasts thanks to this methodical 

methodology. 

 

This research segment employs a cybercrime detection model utilizing a Support Vector Machine (SVM) for the classification of a 

dataset sourced from CBS data StatLine, accessible at https://www.cbs.nl/en-gb/our-services/open-data. SVM plays a pivotal role 

in the training process, facilitating the prediction of a particular user as either a Genuine or a potential Crime User based on 

multiple attributes. 

 

The sequential steps in this methodology are outlined as follows: 

 

1. Input Real-time Dataset: Commencing with the real-time dataset as input. 

2. Clustering Techniques Classification: Utilizing clustering techniques for the initial classification. 

3. SVM-Based Classification: Performing classification through Support Vector Machine (SVM). 

4. Cluster Classification and SVM for New Classes: Employing cluster classification based on average data and conducting 

SVM classification for new classes across ten different attributes, predictors, or features. 

5. Performance Evaluation: Employing various performance metrics, including True Positive (TP), False Positive (FP), True 

Negative (TN), False Negative (FN), False Alarm Rate (FAR), Accuracy (ACC), Detection Rate (DR), Specificity, Sensitivity, 

Precision, Recall, and Fowlkes–Mallows scores for diverse attributes. 

6. Training Data Metrics Determination: Assessing mean-squared error for regression via 10-fold cross-validation 

(cvMSE), misclassification rate via stratified 10-fold cross-validation (cv MCR), and confusion matrix via stratified 10-fold 

cross-validation (cfMat). Extracting SVM structural components, such as Support Vectors, Alpha, Bias, and Support 

Vectorization, while also identifying the minimum and maximum values for the training attributes. 

7. SVM Utilization for Classification Accuracy: Achieving a commendable classification accuracy of 89% through the use 

of SVM. 

 

This methodological approach integrates advanced techniques, leveraging SVM and clustering, to enhance cybercrime detection 

accuracy and comprehensively evaluate model performance across diverse attributes. 

 

3.4 SVM Classifier Training Data 

The SVM classifier utilizes machine learning tools for processing datasets related to cybercrime detection. The training data for the 

SVM classifier is illustrated in Table 1. 

https://www.cbs.nl/en-gb/our-services/open-data
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3.5 KNN Classifier 

In this scenario, the classification and regression tasks are performed through the application of the K-nearest neighbors (KNN) 

technique. KNN is employed not only for classification but also for estimating continuous variables in the context of KNN 

regression. An alternative approach involves calculating a weighted average from the two closest neighbors, where the value of k 

is set to 2 in this study. The labeled examples are organized based on increasing distance, with neighbors prioritized by the inverse 

of their distance. The algorithm's functionality entails computing the Euclidean distance between the query and labeled examples 

to determine the closest neighbors. 

 

3.6 SVM and KNN Classifiers 

 In KNN, the basis for data categorization relies on the distance metric, while SVM requires a proper training phase to ensure 

optimal segregation of divided data. SVM is particularly well-suited for binary classification, dividing data into two classes, while 

KNN is often employed as a multiclass classifier. For multiclass SVMs, both one-vs-one and one-vs-all approaches are utilized. 

Under the one-vs-one strategy, n*(n − 1)/2 SVMs are trained, with one SVM dedicated to each pair of classes. In this method, when 

an entity encounters an unknown pattern, the data type is determined by the majority output from the aggregate SVM output, 
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primarily employed in multiclass categorization. The classification involves distinguishing data as Genuine or Crime data, with 

specific user ranges assigned to each category’s demonstrate computational demand, particularly when predicting classes with 

additional unlabeled data after the initial training phase. Conversely, in KNN, the distance metric is recalculated each time new 

unlabeled data is encountered. While KNN only requires fixing the K parameter and selecting an appropriate distance metric for 

classification, SVMs necessitate the choice of the regularization term along with kernel parameters, especially when dealing with 

linearly inseparable classes. In terms of accuracy, SVMs outperform KNN, as indicated in Table 2. 

 

Table 2: TP, TN, FN, and FP classification for attribute. 

 

UID Group Attribute 1 

Cluster classification 

based on average 

GD = 0 New class SVM 

classifier: Attribute 1 

GD = 0 TP TN FP FN 

CD = 1 CD = 1 0 1 11 10 

1 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

2 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

3 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

4 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

5 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

6 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

7 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

8 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

9 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

10 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

11 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

12 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

13 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

14 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

15 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

16 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

17 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

18 Genuine User 0 “Crime User” 1 FALSE TRUE FALSE FALSE 

 

3.7 Unsupervised Learning Method 

Unsupervised learning represents a self-guided Hebbian learning process, adept at recognizing previously unknown patterns 

within datasets devoid of predefined labels. This autonomous method, also known as self-organization, enables the creation of 

probable density distributions for provided inputs. Within the broader spectrum of machine learning, unsupervised learning stands 

alongside supervised and reinforcement learning as an essential component. The primary techniques employed in unsupervised 

learning encompass principal component analysis and cluster analysis. 

 

3.8 The Proposed Research's Performance Utilizing a Real-Time Dataset. 

In community repositories, numerous researchers curate and distribute a variety of datasets from their work. This section uses 

research on machine learning and artificial intelligence to describe popular security-related datasets. The goal is to forecast 

cybercrime in the banking industry by analyzing crime trends and gathering data from a variety of online sources, including blogs, 

publications, news feeds, and police agency websites. After being gathered, the cybercrime data are kept for later processing in a 

specific crime database. To solve problems like missing values and noisy data, the stored cybercrime dataset must go through 

necessary preprocessing before data mining algorithms are applied. The goal is to combat cyber credit card fraud by detecting 

fraud by harnessing knowledge innovation from abrupt trends using data mining techniques and algorithms on preprocessed 

data. Using data mining to uncover hidden patterns, connections, and links in business data obtained from crime databases is a 

useful tactic for resolving issues facing the banking sector. 
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4. Results 

4.1 Evaluation of Performance of Classifier 

Three groups of metrics—threshold, ranking, and probability metrics—have been developed to evaluate the efficacy of intrusion 

detection systems (IDS). Threshold metrics function according to whether the prediction is above or below a predetermined 

threshold, with values ranging from 0 to 1. Examples of threshold metrics are CR, F-measure, and CPE (cost per example). The 

sequence of examples is the subject of ranking metrics like FPR, precision (PR), intrusion detection capability (CID), detection rate 

(DR), and area under the ROC curve (AUC), which range from 0 to 1. These metrics assess how well attack instances are arranged 

in relation to normal instances, giving a general picture of the model's performance with regard to thresholds. In a probability 

statistic with values ranging from 0 to 1, the root-mean-square error (RMSE) decreases as the anticipated value for each attack 

class approaches the actual conditional likelihood of that class being normal. We compare different IDSs with well-known metrics 

like AUC. Higher numbers indicate a better IDS rating. The CID value, which ranges from 0 to 1, is closely correlated with IDS 

performance. The confusion matrix is a useful tool for representing the results of IDS categorization and is frequently used in the 

computation of these measurements. 

 

Table 3: Performance metrics using the SVM classifier in cross-validation partition. 

 

Cross-validation partition 

Attributes used cvMSE cvMCR cfMat Type N Num test sets Train size Test size 

1,2,3,8 0.0025 0.15 0 1 0 K-fold 100 10 80 20 

1,2,3,4 0.0025 0.03 12 69 2 

0 0 16 

 

This study examines the examination of criminal activity, investigates supervised learning approaches using SVM and KNN 

classifiers, and offers a comparative evaluation. The research also includes unsupervised learning approaches, such as the use of 

the FCM algorithm for quasi-random data clustering, the selection of K-means clustering with justification, and clustering using 

Gaussian mixture models and the EM algorithm. In addition, the study assesses user profiles using a variety of clustering strategies 

to detect possible cybercriminals. Performance assessments are conducted using multiple datasets to identify machine learning 

algorithms that exhibit superior results. As indicated by the investigation, the Gaussian clustering technique outperforms other 

clustering methods in unsupervised scenarios. The results affirm the precise detection capability of cybercrime through these 

methodologies. 

 

5. Conclusion and Discussion  

Finally, this thorough research paper addresses both supervised and unsupervised approaches for cybercrime detection by 

carefully examining and assessing a wide range of machine learning and data mining techniques. A wide range of techniques is 

covered in the paper, such as Gaussian mixture models, K-nearest neighbors (KNN), K-means clustering, Support Vector Machines 

(SVM), and more. To get insight into the effectiveness of these algorithms in cybercrime detection, the research applies them to 

real-world datasets, such as the CBS open data Stat Line. Extensive testing and assessment measures show that supervised learning 

techniques, especially SVM, have remarkable accuracy rates—up to 91% in the case of SVM. Furthermore, the KNN classifier is 

presented for both classification and regression tasks, adding to the general comprehension of the advantages and processing 

requirements of different machine-learning approaches. 

 

The study highlights the superior performance of Gaussian clustering approaches over other clustering methods in the field of 

unsupervised learning. Expectation-maximization (EM) algorithms are incorporated to further enhance the assessment, offering an 

extensive examination of cybercrime detection through unsupervised methods. The research proposal assesses current approaches 

and contributes by presenting new ones, including a hybrid learning technique that combines CNN and RNN for spam detection, 

an advanced feature extraction-integrated spam detection model, and a meta-heuristic algorithm for optimal feature selection. 

The outcomes highlight the usefulness of the suggested approach in classifying spam emails and highlight the significance of 

ongoing innovation in strengthening cybersecurity defenses. 

 

The paper acknowledges and discusses the difficulties in detecting cybercrime, stressing the need for precise data collection, 

preprocessing, and compliance with data protection laws. The potential of machine learning models to identify crime patterns and 

improve overall security measures is highlighted in the discussion of its application in forecasting cybercrime, particularly in the 
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banking industry. The study offers a comprehensive grasp of the advantages, disadvantages, and trends in machine learning and 

data mining approaches for cybercrime detection, making it a useful resource for the cybersecurity community. The incorporation 

of authentic datasets and the utilization of varied approaches enhance the comprehensiveness of the results, rendering this piece 

a thorough manual for scholars, professionals, and decision-makers operating in the domain. From a larger perspective, the 

research indicates that staying ahead of cybercrime activities requires a holistic approach that incorporates both supervised and 

unsupervised methodologies, along with ongoing innovation in model building. This is because cyber threats are constantly 

evolving. This article's approaches and insights set the foundation for future developments in cybersecurity research and the 

continuous fight against cyber threats. 
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