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| ABSTRACT 

Understanding consumer churn is pivotal for companies in the USA to develop efficient strategies for consumer retention and 

reduce its negative effects on revenue and profitability. To start with, understanding client churn entails pinpointing the factors 

that contribute to it. This research paper delved into the application of machine learning algorithms such as Random Forests and 

Decision Trees for designing churn prediction models and exploring key factors that churn probabilities. The dataset used in this 

study was sourced from the prominent UCI repository of machine learning databases, preserved at the University of California, 

Irvine. This dataset provided extensive information on a total of 3333 clients, facilitating in-depth analysis and insights. Models 

performance evaluation comprised examining the model's efficiency using a confusion matrix. Random Forest seemed to be a 

relatively better performing model than Decision Tree for this specific classification task. In particular, Random Forest attained 

higher accuracy (96.25%), precision (91.49), Recall (83.49%), F-measure (0.87), and Phi coefficient (0.85).  By deploying Random 

Forest and Decision Tree models, government companies can get an in-depth comprehension of the factors that lead to 

consumer churn. As a result, this information may enable them to tailor targeted retention strategies and interventions. By 

effectively retaining consumers, government organizations can maintain a stable customer base, leading to sustained revenue 

and economic growth. 
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1. Introduction 

As per Banu et al., (2022), customer attrition, or customer churn, denotes the loss of subscribers or customers. It has substantial 

negative financial effects on organizations across various industries in the USA like insurance, telecommunications, banking, etc.  

Detecting and preventing client churn using timely intervention and retention strategies has therefore become of utmost priority. 

With the invention of technologies such as machine learning and artificial intelligence (AI), organizations are now capable of 

tailoring highly predictive consumer churn prediction models that can assist in pinpointing at-risk consumers and taking 

preemptive measures. This research paper examines the application of machine learning algorithms such as Random Forests and 

Decision Trees. for designing churn prediction models and exploring key factors that churn probabilities. 

 

According to Krishna, & Reddy (2023), in the contemporary highly competitive business surrounding, obtaining new clients is much 

more expensive than retaining the current ones. While the price of retaining current clients normally ranges between 15-23% of 

the original acquisition cost, consumer re-acquisition costs have been ascertained to be 5-10 times higher. Besides, with consumers 

becoming increasingly transient and aware, client loyalty is reducing over time. As a consequence, companies across industries are 

aggressively concentrating on retention to sustain profitable growth and leverage lifetime value from customers. 
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A pivotal component of any retention strategy is comprehending consumer churn behavior and pinpointing at-risk clients on time. 

The traditional strategies of monitoring churn comprised tracking basic metrics like service cancellations, payment defaults, etc., 

and taking reactive interventions post-churn. Nonetheless, with the rapid inventions of technologies and the presence of large 

customer datasets, organizations can now take a more analytics-driven, proactive, approach to minimize churn via predictive 

modeling (Optimove, 2023). Progression in artificial intelligence and machine learning have facilitated the advancement of robust 

consumer churn prediction models that can assist foresee churn risk with a high level of accuracy and facilitate preemptive 

interventions. 

 

This study explores the application of Artificial Intelligence and machine learning technologies for developing churn prediction 

models that can efficiently pinpoint consumers likely to defect soon. This research paper delves into the key machine learning 

models employed for predictive modeling along with elements influencing churn probability estimations. This study equally 

discusses the business benefits of executing AI-based predictive analytics and presents recommendations on optimizing retention 

efforts via targeted churn reduction strategies informed by such models. 

 

2. Literature Review 

2.1 Understanding Customer Churn 

As per Willoughby (2023), understanding consumer churn is pivotal for companies in the USA to develop efficient strategies for 

consumer retention and reduce its negative effects on revenue and profitability. To start with, understanding client churn entails 

pinpointing the factors that contribute to it. Client churn can happen because of various reasons, such as dissatisfaction with 

services or products, pricing issues, competitive offers, or changes in consumer preferences. By pinpointing these factors, 

organizations can get insights into the underlying causes of churn and take proactive measures to address them. 

 

2.2 Types of Customer Churn 

  
 

2.2.1 Voluntary Churn 

According to Shalini & Kavitha (2023), voluntary churn revolves around the intentional decision made by consumers to terminate 

their relationship with a company. This may be attributed to factors, such as dissatisfaction with the service or product, attractive 

offers and discounts from competing organizations, evolving consumer needs, or financial limitations. 

 

2.2.2 Involuntary Churn 

On the other hand, involuntary churn happens when clients discontinue their relationship with an organization because of 

circumstances beyond their control. Illustrations of such incidents are the death of a client, relocation to a location where the 

service is not accessible, or facing technical challenges that remain unresolved (Shalini & Kavitha, 2023). 

 

2.3 Financial Implications of Customer Churn 

Takyar (2023), indicated that the financial implications of client churn on the organization in the USA  cannot be underestimated. 

When clients churn, companies experience a direct loss of revenue. The loss of loyal clients disrupts the revenue stream and 
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diminishes overall profitability. besides, acquiring new consumers to replace the churned clients can be a costly endeavor. 

Companies frequently incur higher advertising and marketing expenses to attract and onboard new consumers, leading to 

increased customer acquisition costs. Furthermore, consumer churn has indirect financial effects that transcend beyond instant 

revenue loss. For instance, churned consumers may share their negative experiences with others, consequently, leading to a 

tarnished brand reputation. Negative word-of-mouth can hinder prospective clients from engaging with the organization, resulting 

in a decrease in market share and a loss of future revenue opportunities. 

 

2.4 The Role of AI and Machine Learning in Churn Prevention 

According to Banu et al. (2022), the employment of Artificial Intelligence (AI) and Machine Learning (ML) in churn prediction 

provides several benefits. Firstly, these inventions can manage numerous volumes of data and complicated patterns, facilitating 

more accurate churn predictions compared to conventional mainstream methods. Therefore, companies can deploy advanced 

Machine Learning algorithms, such as random forests, logistic regression, decision trees, and neural networks, to unveil hidden 

insights and pinpoint factors that substantially influence churn probabilities. Secondly, AI and ML facilitate real-time churn 

detection. By progressively assessing data in real-time, companies can detect early warning signs of churn and intervene swiftly 

with suitable retention measures. This proactive approach enables companies to retain customers before they decide to switch to 

a competitor. 

 

3. Methodology 

 

3.1 Dataset 

The dataset used in this study was sourced from the prominent UCI repository of machine learning databases, preserved at the 

University of California, Irvine. This dataset provided extensive information on a total of 3333 clients, facilitating in-depth analysis 

and insights. Each client's profile is portrayed by 20 variables, including various attributes and attributes. Moreover, the dataset 

comprises a crucial target variable entitled 'churn,' which acts as an indicator of whether the client has chosen to terminate their 

relationship with the organization or has remained an active consumer (proAIrokibul, 2022). This 'churn' variable plays a paramount 

role in comprehending consumer behavior and is instrumental in developing accurate churn prediction models. 

 

3.2 Data Pre-Processing 

The analyst started the data pre-processing by cautiously assessing the dataset to pinpoint any irrelevant or missing data points. 

In scenarios where there were missing values, the researcher adopted suitable imputation methods to approximate the missing 

values grounded on the available data (proAIrokibul, 2022). In scenarios where particular data points were considered irrelevant, 

the analyst made a strategic decision to exclude them from the dataset. After eliminating the irrelevant or missing data, the analyst 

progressed to transform categorical data into numerical values utilizing methods such as label encoding, one-hot encoding, or. 

This phase was instrumental in facilitating statistical and mathematical analysis of the data. Subsequently, the transformation of 

categorical data was performed, where the researcher normalized and standardized the data to guarantee that all features had 

equal significance and were on a comparable scale. These methodologies assisted in mitigating the effects of outliers enhanced 

the accuracy of machine learning algorithms, and reinforced the overall quality of the data analysis. 
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3.4 Feature Engineering and Selection 

The primary dataset was first subdivided into two subsets, most notably, the training data, which comprised 80% of the dataset, 

and the testing data, which constituted the remaining 20%. Within the training dataset, a detailed evaluation exposed that out of 

the overall 2670 incidents, a substantial majority of 2286 incidences (approximately 85.75%) were labeled as non-churners, 

represented by a churn status of false. By contrast, a smaller subset of 380 incidents (approximately 14.25%) were pinpointed as 

churners, demonstrated by a churn status of true. This distribution of non-churners and churners was pivotal for training the model 

since it enabled the models to learn patterns and attributes related to both churn and non-churn cases. 

 

3.4.1 Proposed Model 

 
 

3.4.2 Decision Trees 

The decision tree is a non-parametric technique that is extensively adopted for solving both regression and classification problems. 

This algorithm performs by partitioning the data into sub-categories premised on the most substantial features, progressing this 

procedure until a stopping procedure is satisfied. The resulting architecture bears a similarity to a tree, with every internal node 

representing a feature, each branch portraying a decision rule, and every leaf node symbolizing a numeric value and class label. In 

the setting of this research, a decision tree algorithm can be optimized to identify the most impactful components that influence 

the churn rate of telecommunication consumers. By examining the decision rules of the tree, the analyst can infer insights into the 

factors that are most strongly associated with customer churn and consequently tailor interventions to counteract the threat of 

consumer attrition. The entropy of the overall samples can be computed using the expression below: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐸𝑛𝑡) = −∑[𝑝𝑖
+

𝑛

𝑖=1

log2(𝑝𝑖
+) + 𝑝𝑖

− log2(𝑝𝑖
−)] 

 

Where Pi
- and Pi

+ stand for the negative and positive target variables. 

 

3.4.3 Random Forest 

Random Forest, is a renowned ensemble technique comprising decision trees, it has been widely adopted for both regression and 

classification tasks. In this study, Random Forest was adopted as the secondary classifier to assess the model's performance. The 

Random Forest technique is greatly accredited in the data science field because of its accuracy and flexibility in terms of handling 

diverse datasets. The Random Forest model initiates the procedure of developing multiple decision trees by considering distinct 

characteristics at each split node. In the setting of predicting churn among telecommunication subscribers, a Random Forest 

algorithm can be trained. This algorithm uses various elements such as service usage, client demographics, and billing data to 

forecast if a customer is likely to churn or not. By utilizing the joint predictive power of multiple decision trees within the Random 

Forest ensemble, the algorithm can efficiently analyze and interpret the complex association between these elements and customer 

churn behavior. 
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3.5 Experimental Results 

In this research Python program was used where the panda’s library was employed for efficient data manipulation and analysis. 

Besides, matplotlib was employed to generate a wide spectrum of data visualizations, comprising charts and graphs. Furthermore, 

NumPy equally played a paramount role in computing scientific calculations. Moreover, the sci-kit-learn library played a paramount 

role in the designing of computational models for this research. 

 

3.5.1 Importing libraries 

 

Output: 

 
 

Afterward, the researcher then conducted exploratory data evaluation and analysis to have a comprehensive and in-depth look 

at the descriptive statistics of the data. 
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Output: 
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Subsequently, the researcher proceeded to generate histograms to determine the tenure distribution: 

 

Output: 

 

From the histogram above, it was evident that the majority of customers had less than 10 years of tenure, with a peak of around 5 

years. There was also a substantial number of customers with tenure between 10 and 30 years and a smaller number of customers 

with more than 00 years of tenure. The researcher equally established that customer churning was highest in the first few years of 
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the tenure, this was attributed to the fact that some customers leave for new opportunities or because they do not find good 

services at the company. 

Apart from that, the researcher equally targeted to explore the relationship between churn and tenure status: 

 

Output: 

By 

referring to the above box plot, it was evident that there were few outliers in the “No” churn category, but none in the “Yes” churn 

group. This indicated that there was a small number of long-term consumers who did not churn and there were no long-term 

consumers who churned. Overall, the box plot indicated that consumer tenure had a strong predictor of churn for these 

organizations. Consumers who churn tend to do so relatively early in their customer relationship. 

 

3.6 Models performance Evaluation 

Models performance evaluation comprised examining the model's efficiency using a confusion matrix. This matrix is a renowned 

tool for assessing predictive performance and evaluates the model against a specific testing dataset (20% of the overall data) 

developed during data pre-processing. It entails four key metrics: false positive (FP), true positive (TP), false negative (FN), and true 

negative (TN). These metrics are instrumental for consumer retention strategies, affirming accurate identification of clients to retain 

and evading unnecessary promotions for false consumers. 

 

By referring to Table 1, the testing dataset comprised 667 subscribers, with 103 pinpointed as churners (having changed service 

providers) and 564 identified as non-churners (staying with their present provider). Post-assessment, the prediction demonstrated 

that out of the 667 subscribers, 126 were predicted to switch providers while 541 are anticipated to stay. The confusion matrix 

exposed a discrepancy of 23 subscribers between the predicted and actual values. 



JCSTS 6(2): 19-29 

 

Page | 27  

 
Table 1: Displays Confusion Matrix result for the Decision Tree Algorithm 

Table 2 below displays the testing dataset of 667 subscribers, applying the random forest classifier algorithm. The dataset 

encompassed 103 churners (customers who have already changed providers) and 564 non-churners (customers who stayed with 

the current provider). After the assessment, the algorithm predicted that 94 customers would switch providers, while 573 would 

proceed with the current provider. The confusion matrix highlighted a discrepancy of 9 subscribers between the predicted and 

actual values. 

 

Table 2: Exhibits the Confusion Matrix results for the Random Forest 
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3.7 Classification Results 

 

By referring to the above table and the metrics used for analysis, Random Forest seemed to be a relatively better performing 

model than Decision Tree for this specific classification task. In particular, it attained higher accuracy (96.25%), precision (91.49), 

Recall (83.49%), F-measure (0.87), and Phi coefficient (0.85).  

 

3.8 Business Impact 

The majority number of businesses in the USA have been using traditional strategies of monitoring churn such as basic metrics 

like customer surveys, service cancellations, payment defaults, etc., and taking reactive interventions post-churn. However, with 

the rapid inventions of technologies and the presence of large customer datasets, companies are finding it difficult to navigate the 

large volume of data which makes algorithms such as Decision Trees and Random Forests Ideal for Churn detection and prevention. 

 

3.8.1 How to Use This Model 

 

Step 1: Data Acquisition 

• The process begins with a dataset. This data could be sourced from various sources in the organization and may need 

preprocessing before being used in the model. 

 

Step 3: Data Splitting 

• The dataset can then be subdivided into two parts, most notably, training data and testing data. 

➢ Training data (approximately 80% of the dataset) should be utilized to train the algorithm. Subsequently, the algorithm learns 

to pinpoint relationships and patterns within the data. 

➢ Testing data (approximately 20% of the dataset) should be used to evaluate and assess the model's performance on unseen 

data. 

 

Step 4: Decision Tree vs Random Forest Selection 

• In this phase, should perform two experiments separately with both decision tree and random forest. 

 

Step 5: Models Evaluation 

• After training the models, the algorithms' performance can then be evaluated using the testing data. 

 

Step 6: Comparison of Results 

• Subsequently, the results for both the decision tree and random forest should be compared and contrasted and the best 

algorithm should be chosen. 

 

Step 7: User Interface for Prediction 

• After assessment, a user interface should be prepared to allow the data analyst to make churn predictions on customer 

incidences using the chosen model. 
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3.8.2 Benefits of Using the Model on the USA Economy 

1. Healthy and Stable Economy: By assisting companies in America to retain customers, the proposed models can contribute 

to a relatively healthy and stable US economy. In particular, reduced churn translates to elevated consumer lifetime value for 

businesses in the USA, leading to potential job growth and investment. 

2. Increased Customer Retention: By deploying Random Forest and Decision Tree models, government companies can get an 

in-depth comprehension of the factors that lead to consumer churn. As a result, this information may enable them to tailor 

targeted retention strategies and interventions. By effectively retaining consumers, government organizations can maintain a 

stable customer base, leading to sustained revenue and growth. 

3. Cost Savings: Capturing new clients can be expensive for businesses in the USA. By minimizing churn by deploying the 

proposed algorithms, government organizations can save costs related to customer acquisition. Retaining current clients is 

considered to be more cost-effective than continuously seeking new ones. Subsequently, government agencies can allocate 

resources more effectively, resulting in improved profitability and a stronger economy. 

4. Conclusion 

This research paper examined the application of machine learning algorithms such as Random Forests and Decision Trees for 

designing churn prediction models and exploring key factors that churn probabilities. The dataset used in this study was sourced 

from the prominent UCI repository of machine learning databases, preserved at the University of California, Irvine. This dataset 

provided extensive information on 3333 clients, facilitating in-depth analysis and insights. Models performance evaluation 

comprised examining the model's efficiency using a confusion matrix. Random Forest seemed to be a relatively better performing 

model than Decision Tree for this classification task. By deploying Random Forest and Decision Tree models, government 

companies can get an in-depth comprehension of the factors that lead to consumer churn. As a result, this information may enable 

them to tailor targeted retention strategies and interventions. By effectively retaining consumers, government organizations can 

maintain a stable customer base, leading to sustained revenue and economic growth. 
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