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| ABSTRACT

In this paper, we propose a novel Graph Neural Network (GNN) model named "Meta-Path Guided Attention Aggregation
Network" (MPAAGN), which is specifically designed for graph neural network classification algorithms based on attribute
information aggregation. MPAAGN combines the advantages of Meta-Paths, GraphSAGE, and GAT (Graph Attention Networks)
to deal with the node classification problem in heterogeneous information networks. The core idea of MPAAGN is to use meta-
paths to define higher-order relationships between nodes in heterogeneous information networks to guide neighbor selection,
and dynamically assign weights to different neighbors through the attention mechanism of GAT, so as to reflect their relative
importance when aggregating neighbor information. At the same time, the model borrowed the neighbor sampling strategy of
GraphSAGE to deal with the computational efficiency problem of large-scale graph data. The innovation of MPAAGN model is
that it can effectively integrate the structure and attribute information of heterogeneous information networks, weight
aggregate neighbor information through the attention mechanism, and capture high-order association by using meta-path,
which is suitable for node classification tasks on large-scale graph data. The superior performance of the model in dealing with
heterogeneous information network classification problems is proved by experiments, which provide a new research direction
and practical tool for the field of graph neural networks.
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1. Introduction

Artificial Intelligence (Al) is a rapidly evolving field that has transformed various industries and aspects of daily life. One of the most
well-known areas of Al[Li, 2024, Dang, 2024, Li, 2024, Zhao, 2024, Hong, 2024] is Machine Learning, which involves creating
algorithms that enable machines to learn from and make predictions or decisions based on data[Tao, 2017, Tao, 2023, Tao, 2019,
Zhu, 2024]. Within ML, significant areas include Natural Language Processing (NLP), which focuses on the interaction between
computers and human languagel[Li, 2023][ Dai, 2024]. NLP allows machines to understand, interpret, and generate human
language, enabling applications such as chatbots, translation services, and sentiment analysis. Computer Vision is another critical
domain, where Al is applied to interpret and make decisions based on visual data [Li, 2019, Li, 2024, Ding, 2024, Zhang, 2024, Tan,
2024, Liu, 2024, Yang, 2024, Liu, 2024]. This includes image and video analysis, object detection [Dang, 2024], and facial recognition,
and augmented reality [Li, 2024]. As Al systems become more advanced, there is a growing need to model and analyze data that
inherently has a complex structure, such as networks of social interactions, molecular structures in chemistry, or interconnected
systems in biology. This is where Graph Neural Networks (GNNs) come into play.

In this paper, we introduce an innovative Graph Neural Network (GNN) model called the "Meta-Path Guided Attention Aggregation
Network" (MPAAGN). This model is specifically crafted for graph neural network classification algorithms that rely on attribute
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information aggregation. MPAAGN amalgamates the strengths of Meta-Paths, GraphSAGE, and GAT (Graph Attention Networks)
to address the node classification challenge in heterogeneous information networks.

The core idea of MPAAGN is to use meta-paths to define higher-order relationships between nodes in heterogeneous information
networks to guide neighbor selection, and dynamically assign weights to different neighbors through the attention mechanism of
GAT, so as to reflect their relative importance when aggregating neighbor information. At the same time, the model borrowed the
neighbor sampling strategy of GraphSAGE to deal with the computational efficiency problem of large-scale graph data.

Firstly, the meta-path is used to connect different types of nodes through predefined relationship patterns, which can effectively
capture the high-order association between nodes. For example, in academic networks, the association between research papers
and authors can be established through the "paper-author-paper” meta-path, which reveals a deeper collaborative relationship.
In this way, MPAAGN is able to exploit not only the direct neighbor information of nodes, but also valuable contextual information
from the wider network structure.

Secondly, the Attention mechanism of Graph Attention Networks (GAT) was used to deal with the weighted aggregation of
neighbor information. In traditional graph neural networks, the influence of all neighbor nodes is usually simply averaged or
statically weighted, which may not accurately reflect the importance of different neighbor nodes. However, GAT dynamically
calculates the weight of each neighbor node according to the characteristics of each neighbor node and the characteristics of the
current node by introducing the attention mechanism. In this way, important neighbor nodes will be given higher weights and
thus play a greater role in the information aggregation process.

In order to improve the computational efficiency of large-scale graph data, MPAAGN also introduces the neighbor sampling
strategy of GraphSAGE. In practice, the graph data is often very large, and it is not practical to directly calculate all neighbor nodes.
GraphSAGE effectively reduces the amount of computation by sampling a part of neighbor nodes for information aggregation.
MPAAGN combined with this strategy enables the model to maintain efficient computing performance when dealing with large-
scale heterogeneous information networks.

The innovation of MPAAGN model is that it can effectively integrate the structure and attribute information of heterogeneous
information networks, weight aggregate neighbor information through the attention mechanism, and capture high-order
association by using meta-path, which is suitable for node classification tasks on large-scale graph data. Specifically, MPAAGN
begins by identifying the set of neighboring nodes for each node through meta-path-guided neighbor selection. Next, it employs
the attention mechanism of GAT for weighted aggregation of neighbor information across different meta-paths. Finally, the model
consolidates the aggregated information from these meta-paths to produce the node's final embedding vector. This approach
allows MPAAGN to utilize both direct neighbor information and multi-dimensional structural data from various meta-paths,
resulting in more precise node classification.

The empirical findings reveal that MPAAGN significantly outperforms existing graph neural network models in a range of node
classification tasks. This highlights the model's strong ability to capture node attributes and complex structural features. Notably,
in large-scale heterogeneous networks, the performance benefits of MPAAGN are even more pronounced, demonstrating its
substantial potential for practical applications.

In conclusion, Meta-Path Guided Attention Aggregation Network (MPAAGN) is a graph neural network model with strong
innovation and superior performance. By fusing the advantages of meta-path, attention mechanism, and GraphSAGE, MPAAGN
shows a powerful ability to deal with node classification tasks of heterogeneous information networks. In the future, with the in-
depth research of heterogeneous information networks, MPAAGN is expected to play an important role in more practical
applications, and provide new research directions and practical tools for the field of graph neural networks.

2. Related Works

As one of the core issues in data analysis, node classification focuses on inferring the class of unlabeled nodes from the information
of labeled nodes, which is especially suitable for the in-depth exploration of graph-structured data. In this process, we first analyze
the connection patterns and intrinsic properties between nodes in the graph to extract key features and then train these features
with the help of a classification algorithm to predict the label of each node in the graph. This technology has shown a wide range
of application prospects in many fields. For example, in social network analysis, through the mining of user basic information and
interaction relationship, we can use the node classification model to gain insight into the user's interest preferences and potential
social circles, so as to optimize personalized recommendation and precision marketing strategy. In the academic citation network,
it helps to subdivide the research field and reveal the knowledge context. In biomedical research, it can accelerate the decoding
of gene functions and the development of new drugs[Bhagat, 2011, Chen, 2022, Hung, 2005, Saccone, 1995].

Page | 9



MPGAAN: Effective and Efficient Heterogeneous Information Network Classification

However, the complexity and irregularity of graph structure pose significant challenges for node classification. Due to the diversity
of graph generation mechanisms and the lack of fixed patterns between nodes, as well as the uncertainty of the number and
ordering of node neighborhoods, the algorithm is required to have a high degree of flexibility and adaptability. Although traditional
graph representation learning improves the classification performance to a certain extent, it is limited by the shallow representation
ability and difficult to capture the deep correlation. In addition, the limitation of ignoring node feature information also reduces
the classification accuracy.

Although Convolutional Neural Network (CNN) in the field of deep learning is good at extracting local spatial features from images,
it is difficult to directly transfer to non-Euclidean graph structures because it is originally designed for Euclidean spatial data. In
view of this, Graph Neural Network (GNN) emerges as The Times require, which innovatively combines node feature extraction
and neighborhood information aggregation, considers not only the attributes of the node itself but also the geometric
characteristics of the graph, and significantly improves the accuracy and robustness of node classification[Li, 2022, Xiao, 2022,
Maurya, 2022].

With the advent of the era of big data, the scale of graph data is growing exponentially, and the demand for efficient and accurate
graph structure processing techniques is increasingly urgent. GNN shows its unique advantages in this context, but at the same
time, it also exposes a series of problems to be solved, such as insufficient accuracy of feature expression, high difficulty of deep
network training, over-smoothing phenomenon, and poor multi-label classification effect, which are key points that need to be
overcome in future research.

In summary, graph neural networks play a crucial role in node classification tasks, and their development not only reflects the
cutting-edge trend of artificial intelligence technology, but also provides a powerful toolbox for innovative applications in
interdisciplinary fields. However, in the face of emerging new challenges, continuous optimization of algorithm performance and
widening of application scenarios are the only ways to promote the development of this field[Oono, 2019, Scarselli, 2008,
Velic¢kovi¢, 2017].

3. Methodology

3.1 Graph Attention Network(GAT)

GAT's key innovation is its self-attention mechanism, which dynamically allocates varying weights to each node in the graph. This
method enables the contribution of different neighboring nodes to vary during the aggregation of their information. This contrasts
with traditional Graph Convolutional Networks (GCNs), where all neighboring nodes contribute equally.

GAT learns the attention coefficient to decide how to weigh the information of neighbor nodes in order to better aggregate this
information. Specifically, for each node v in the graph, GAT dynamically computes an attention coefficient a,,,, based on the
relationship between v and its neighbors, and then uses these coefficients to perform a weighted sum of the features of neighbor
nodes.

h,, for the node v feature vector, N (v) for the node set v neighbors. A single layer of GAT can be expressed as follows.

h,(fﬂ) =0 Z a,(,fl)tW(l)hl(P #(1)
uenN (v)u{v}

Here, h,(,l) represents the feature vector of node v at layer [, WO denotes the learnable weight matrix, and ¢ is a nonlinear
activation function, such as ReLU. The term “1(;2 refers to the attention coefficient between node v and node u in the first [ layer.

The attention coefficient a,,,, is computed using an attention mechanism, which can be expressed as follows:
evu = a(WORY, WORD) #(2)

_ eXp(ev'u)
Yweneuwy exp(evur)

Ay #(3)
Among them, e, ,, is not normalized concentration coefficient, which represents the node u on the importance of nodes v, The
function a is a learnable attention mechanism, typically a single-layer feed-forward neural network that computes the compatibility
of feature vectors between two nodes, a,,,, is the normalized attention coefficient, which ensures that the attention coefficients for
each node sum to 1.
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To make the model more stable and expressive, GAT employs a multi-head attention mechanism, which uses multiple independent
attention mechanisms at each node simultaneously and concatenates their results at the end. This can be expressed as:

K
= o a WO | 4)
k=1 \ueN®muw}

K is the amount of attention first, || is vector concatenation operation, said Wk(l) is the first k attention weighting matrix of the
head.

By incorporating a self-attention mechanism, GAT adeptly handles graph-structured data, particularly when dynamically adjusting
edge weights is necessary.

3.2 Graph Sampling and Aggregation network(GraphSAGE)

The primary goal of GraphSAGE is to address the challenge of efficient node representation learning on large-scale graphs,
particularly when the entire graph cannot be loaded into memory simultaneously. GraphSAGE achieves this by sampling
neighboring nodes and aggregating their information to generate embedded vectors for nodes. This approach enables the
learning of low-dimensional representations without requiring access to the entire graph [Hamilton, 2017, Liu, 2020].

The central concept of GraphSAGE is to enhance each node's representation by gathering information from its neighboring nodes.
It employs a learnable aggregation function to combine the features of a node with those of its direct neighbors.

The process involves the following steps: Each node starts with a feature vector, either a pre-given feature or a randomly initialized
vector; For each target node, a fixed number of nodes are randomly sampled from its neighbors. The goal is to reduce computation
and avoid considering all neighbors during aggregation, especially in large graphs; Use an aggregation function (such as average,
maximum pooling, LSTM, etc.) to combine the features of the sampled neighbor nodes. This aggregation function is learnable and
is usually a neural network layer; Combine the aggregated neighbor features with the node's own features to generate a new
representation of the node through a learnable transformation function (such as a linear or nonlinear transformation); The above
process can be repeated in multiple layers, with each layer updating the representation of the node so that the representation can
capture information about neighbors at greater distances; In order to learn parameters, GraphSAGE uses contrast loss or
classification loss, depending on the task (such as node classification, link prediction, etc.). The loss function encourages
representations of similar nodes to move closer together and representations of dissimilar nodes to move away.

GraphSAGE's aggregation function can be formalized as:
WD = o (WO - [n0; 59, ) #65)

The process of aggregating neighbor features can be written as:

1
r( o
h = Z h, #(6)
N |N(U)| uen (v) *

Or use other aggregation functions such as maximum pooling, LSTM, and so on.

GraphSAGE provides an efficient method to learn the embedding vector of nodes by sampling and aggregating neighbor
information in the graph. This method is especially suitable for dealing with large-scale graph data, because its computational
complexity increases with the neighbor sample size rather than the overall size of the graph. This makes GraphSAGE useful in social
network analysis, recommendation systems, and other application scenarios involving large-scale graphs.

3.3 Meta-Path

A Meta-Path is a sequence of relationships within a Heterogeneous Information Network (HIN) that illustrates high-order semantic
connections between nodes. In HINs, where nodes and edges come in various types, meta-paths provide a means to capture
complex associations among different node types [Sun, 2011, Hu, 2018].

3.3.1 Definition of a meta-path

Nodes and edges can have different types. For example, in a network with users, movies, and tags, we can have user nodes, movie
nodes, and tag nodes, as well as user rating edges for movies and edges associated between movies and tags.
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A meta-path is a sequence of node types, denotedn = T; » T, —» -+ = Tj, where T; is the node type in the network. A meta-
path defines a path from a node of type T; to a node of type T, through a sequence of intermediate node types Ty, ... , Tge—13.

3.3.2 Examples of meta-paths
In an academic network, the possible meta-paths are as follows:
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Fig 1. Example meta-path
In Figure 1, two kinds of meta-paths are shown:

° Meta-path APAPA: This meta-path represents the fact that authors are connected to each other through co-
publication. For example, the meta-path APAPA means starting from one author and passing through a paper to
reach another author. In this case, the meta-path describes the relationship between authors A1 and A2 since they
jointly published paper P1.

e  Meta-path APA: This meta-path signifies that authors are linked through their publications. For instance, the
meta-path APA illustrates the connection between authors A1 and A2 if they both co-authored paper P1.

4. Proposed Model

Research on Graph neural network classification algorithm based on attribute information aggregation. Inspired by the above
theoretical basis, this paper proposes a new model combining meta-path, GraphSAGE and GAT (Graph Attention Networks). It is
called "Meta-Path Guided Attention Aggregation Network" (MPAAGN). This model seeks to leverage the high-order associations
among different types of nodes and edges in heterogeneous information networks, while simultaneously using the attention
mechanism to perform weighted aggregation of neighboring information.

4.1 Model Architecture

The central concept of MPAAGN is to leverage meta-paths in Heterogeneous Information Networks (HIN) to guide the learning of
node representations. Simultaneously, it employs GAT's attention mechanism to dynamically aggregate neighbor information and
uses GraphSAGE's sampling strategy to handle large-scale graph data. The model achieves this through the following three key
components:

e Meta-path guided neighbor selection: Meta-paths are used to define higher-order relationships between nodes and
select specific types of neighbors to participate in information aggregation.

e Attention-Weighted Neighbor Aggregation: GAT's attention mechanism is used to determine the relative importance of
neighbor nodes, thus giving different weights when aggregating neighbor information.

e  Multiple layers of information propagation: Similar to GraphSAGE, MPAAGN propagates node information through
multiple layers, with each layer updating the representation of a node to capture information about further neighbors.

To be more specific about how MPAAGN works, we will elaborate on its process:
1. Meta-path-guided neighbor sampling

Given a set of meta-paths I1 = {r,7,,..., T}, for each path m;, v from node sampling a fixed number of nodes from the set of
neighbors, form a sample set N, (v).

2. Attention Weighted aggregation

For each path m;, in the first I layer node v said hl(,""'l) through its neighbor u € N, (v) of the polymerization and said:

e = a(WmRY, wmn?) #(7)
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(1)
vu ()
Zu’EN,,i(v) exp (ev,u’)
P aZOW TR | 4(9)

UENT, )

W@ s to learn the weights matrix, a is the attention mechanism, o is a nonlinear activation function.
3. Meta-path information aggregation

To aggregate information from different meta-paths, a weighted averaging, concatenation, or gating mechanism can be used.
Here, using a weighted average:

m
hn(;Hl) _ Z Wihl(]rri,Hl)#(lo)
i=1

where w; is the weight of the meta-path m;, which can be learned by training.

4. Multiple layers of information dissemination
The above process can be repeated in multiple layers, each of which updates the representation of the nodes until a predetermined
number of layers is reached or a stopping criterion is met.

4.2 Loss Functions and Optimization
The training of MPAAGN can be done by minimizing a cross-entropy loss or other appropriate loss function, depending on the
downstream task. The loss function can be written as follows:

L==) ylogp)#0D)

vEV]

Where V is the set of nodes whose labels are known, y, is the true label of node v, and p, is the probability distribution predicted
by the model. The complete process of the model is shown in Figure 2

| Attention-
Meta-path.guided | s ¢
Data preparation neighbor sampling [ weighted neighbor

{ aggregation

me::::xl:‘ N | .':’“'r‘r‘r":‘z“' Loss Functions and
o \ o o Optimization

summary

dissemination

Fig 2. Model flow.
The MPAAGN model integrates the advantages of meta-path, GraphSAGE and GAT, and provides a powerful solution for graph
neural network classification algorithms based on attribute information aggregation. By using meta-paths to define high-order

relationships in heterogeneous information networks and combining attention mechanism and sampling strategy, the model can
learn the representation of nodes more effectively and then improve the accuracy of classification tasks.

5. Experiment

5.1 Dataset

The datasets include ACM, DBLP. The ACM dataset mainly contains high-impact conference papers and journal articles published
by the Society for Computing Machinery, with an emphasis on detailed literature metadata. The DBLP dataset provides a wide
range of computer science literature, including journals, conference papers, and book chapters, with an emphasis on author and
citation information, supporting open access and data download.

5.2 Comparison Model

HAN is a graph neural network model tailored for heterogeneous graphs. It utilizes a self-attention mechanism and meta-paths to
dynamically weight neighbor information and capture high-order relationships between various node and edge types.

GAT employs a self-attention mechanism to assign varying weights to neighboring nodes, allowing it to account for the significance
of different neighbors during information aggregation. This makes GAT well-suited for managing intricate relationships between
nodes.
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GCN applies graph convolution operations to update node representations based on neighboring nodes' features. Its efficient
computation makes it ideal for handling large-scale graph data.

5.3 Experiment Result

ACM DBLP
Model
Ma-F1 Mi-F1 Ma-F1 Mi-F1
GCN 91.36 92.34 91.78 91.85
GAT 93.21 93.33 94.01 94.38
HAN 91.91 91.76 93.45 93.85
Our 94.58 94.77 95.67 95.41

Table 1. Node classification

Table 1 Among all tested models, our model performs better than GCN, GAT, and HAN models on both datasets. Our model
achieves the highest scores for both macro-F1 score (Ma-F1) and micro-F1 score (Mi-F1). Specifically, the macro F1 score (94.58)
and micro F1 score (94.77) of our model on the ACM dataset were significantly higher than those of GCN (Ma-F1:91.36, MI-
F1:92.34), GAT (Ma-F1:93.21, Mi-F1: 93.33) and HAN (Ma-F1:91.91, Mi-F1:91.76). Compared to the GAT model, which performs the
second best, our model improves by 1.37 percentage points on Ma-F1 and by 1.44 percentage points on Mi-F1. The macro F1
score (95.67) and micro F1 score (95.41) on the DBLP dataset are also ahead of other models. Specifically, GCN scores are 91.78
and 91.85, GAT scores are 94.01 and 94.38, and HAN scores are 93.45 and 93.85, respectively. Compared to the second-best
performing GAT model, our model improves by 1.66 percentage points on Ma-F1 and 1.03 percentage points on Mi-F1. In
summary, our model shows excellent performance, outperforming the existing mainstream models (GCN, GAT, HAN) on both
macro and micro F1 scores on ACM and DBLP datasets. These results prove that our model has stronger classification ability and
robustness when dealing with the node classification task in heterogeneous information networks.

Number of network layers

Fig 3. Results for the number of network layers

It can be seen from Figure 3 that our model consistently maintains the highest performance from 1-layer to 3-layer networks,
which is significantly better than GCN, GAT, and HAN models. The performance under all layer Settings is maintained at more than
95 points, demonstrating its stability and superiority at different depths. When the number of network layers increases to 4 and 5,
the performance of GCN and GAT model decreases significantly, especially the performance of GAT model drops sharply to less
than 75 points when the network layer is 4, and the performance is extremely unstable. In contrast, the performance of our model
remains above 90 at 4 and 5 layers, demonstrating excellent stability.

6. Conclusion

This study explores the use of GCN for classification tasks that rely on aggregating attribute information. It presents a novel
algorithmic framework designed to boost the model's capacity to fully grasp both graph structure and node attribute features.
While traditional GNNs often excel with isomorphic graphs, their performance can be constrained when dealing with
heterogeneous graphs characterized by rich attribute information and complex connectivity patterns. To address this, we propose
a novel algorithm designed to effectively capture both local and global attribute characteristics of nodes, while also considering
the graph's topology, to achieve more precise classification predictions.
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Despite the excellent performance of our algorithm in the current classification task, there is still room for further research and
improvement. The following are a few possible research directions: Explore the adaptability of the algorithm under dynamically
changing graph structures, such as real-time social networks or transportation networks, where nodes and edges may change over
time. To develop more efficient methods to deal with large-scale graph data, reduce the computational cost, and maintain the
classification accuracy. This paper studies how to combine information from images, text, or other modalities with graph data to
enhance classification performance. This paper aims to incorporate reinforcement learning techniques into graph neural networks
to dynamically adjust node feature weights and enhance classification performance. By exploring this approach, we anticipate
significant improvements in the efficacy of graph neural networks for classification tasks that rely on attribute information
aggregation, thereby advancing both research and practical applications in this domain.
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