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| ABSTRACT 

Financial fraud has emerged as a major challenge in today's digital economy, with an increasing number of fraudulent activities 

targeting online financial systems. This study proposes a unified deep learning approach for detecting fraudulent financial 

transactions using advanced neural network architectures. Traditional fraud detection methods rely heavily on rule-based or 

shallow learning algorithms, which often fail to detect novel fraud patterns. In contrast, this research introduces a hybrid 

framework incorporating convolutional neural networks (CNNs), gated recurrent units (GRUs), and attention mechanisms to 

capture both spatial and temporal dependencies within transaction sequences. We use a benchmark dataset of anonymized 

financial transactions, apply comprehensive preprocessing steps including normalization, class balancing, and feature 

engineering, and evaluate model performance using multiple metrics: RMSE, MAPE, and R^2. Experimental results show that 

the unified model outperforms conventional machine learning techniques and individual deep learning models in terms of 

accuracy and robustness. Furthermore, visualizations such as confusion matrices, ROC curves, and prediction plots are used to 

interpret model effectiveness. This work demonstrates that a unified deep learning strategy not only enhances detection 

performance but also provides a scalable solution for real-world financial institutions. Our findings highlight the necessity of 

integrating multiple deep learning architectures to address complex fraud scenarios effectively. Future work aims to extend this 

model to multimodal data sources such as social behavior and geolocation for enhanced fraud profiling. 
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1. Introduction 

1.1 Background and Motivation 

The exponential rise of digital banking, e-commerce, and financial technology (FinTech) platforms has reshaped the global financial 

ecosystem. While these innovations have made transactions more accessible and convenient, they have also introduced significant 

vulnerabilities. Financial fraud, ranging from credit card fraud to identity theft and money laundering, has evolved in both 

complexity and frequency. According to a report by the Association of Certified Fraud Examiners, global financial losses due to 

fraud exceed billions of dollars annually, underlining the need for robust detection systems. 
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Traditional fraud detection systems primarily rely on rule-based engines and statistical models that flag anomalies based on 

predefined thresholds. While useful in detecting known fraud patterns, these systems are static and often incapable of adapting 

to emerging and evolving fraudulent behaviors. Moreover, they generate a high number of false positives, overwhelming 

investigators and reducing the efficiency of detection efforts. As fraud tactics grow more sophisticated, leveraging artificial 

intelligence (AI) and, more specifically, deep learning becomes imperative. Deep learning models, with their capability to 

automatically extract complex features and identify hidden patterns in large datasets, present a transformative opportunity to 

combat financial fraud effectively 

1.2 Problem Statement 

One of the fundamental challenges in financial fraud detection is the highly imbalanced nature of transaction data. Typically, 

fraudulent transactions constitute a minute fraction of the total transaction volume often less than 1%. This severe class imbalance 

can mislead conventional machine learning algorithms into favoring the majority class, resulting in models that show high accuracy 

but poor fraud detection performance. Moreover, financial transactions are temporal and multidimensional in nature, involving a 

sequence of actions, time stamps, amounts, and user behavior making them difficult to model using shallow architectures. 

Another significant hurdle is the adaptability of fraud detection models. Fraudsters constantly evolve their methods to bypass 

static rules and simple statistical checks. Therefore, a model designed today must not only be capable of understanding past 

fraudulent behaviors but also generalize effectively to detect new, unseen fraud patterns. To address this, a model must learn both 

short-term and long-term dependencies in transaction sequences and focus on the most relevant features necessitating a 

combination of advanced deep learning techniques. 

1.3 Objectives and Contributions 

The primary goal of this research is to propose a unified deep learning architecture that effectively detects fraudulent financial 

transactions by leveraging the complementary strengths of various deep learning components. Specifically, the study combines 

Convolutional Neural Networks (CNNs) for spatial feature extraction, Gated Recurrent Units (GRUs for modeling sequential 

dependencies, and Attention Mechanisms for highlighting important temporal patterns. 

The main contributions of this work are as follows: 

1. Proposing a hybrid deep learning framework that integrates CNN, GRU, and attention layers into a unified model capable 

of extracting multi-dimensional and sequential features in financial data. 

2. Applying advanced preprocessing techniques such as SMOTE for class balancing, normalization, and dimensionality 

reduction using PCA to enhance model performance. 

3. Evaluating model effectiveness using multiple metrics, including RMSE, MAPE, and R², and visual analysis tools like ROC 

curves, confusion matrices, and attention heatmaps to interpret the model's decision-making process. 

4. Benchmarking against traditional and individual deep learning models to demonstrate the superiority of the unified 

approach in terms of both detection accuracy and robustness. 

5. Providing practical insights into integrating such a model into real-world financial systems for real-time fraud detection. 

In essence, this research aims to bridge the gap between academic innovation and real-world applicability in financial fraud 

detection. By combining diverse deep learning strategies into a cohesive architecture, we aim to create a powerful tool capable of 

both learning complex fraud patterns and adapting to new threats, thereby enhancing the security and trustworthiness of modern 

financial systems. 

2. Literature Review 

2.1 Introduction 

Credit card fraud detection has garnered significant attention due to the exponential growth in online transactions. Various 

machine learning (ML) and deep learning (DL) approaches have been developed to identify fraudulent behavior. In this section, 

we review notable studies and classify them based on methodologies, datasets, and performance metrics used in recent research. 

2.2 Traditional Machine Learning Approaches 

Initial efforts in fraud detection were centered around traditional ML algorithms. Logistic Regression (LR), Decision Trees (DT), 

Random Forests (RF), and Support Vector Machines (SVM) were commonly applied. Dal Pozzolo et al. [1] used RF and 

undersampling techniques to manage class imbalance, achieving improved recall rates. Similarly, Bhattacharyya et al. [2] used SVM 

and decision trees to detect fraud, highlighting the issue of high false-positive rates. However, traditional ML methods often  
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struggle with the complexity of evolving fraud patterns. These models rely heavily on feature engineering and may not adapt well 

to dynamic temporal data, which limits their robustness in real-world scenarios. 

2.3 Deep Learning-Based Techniques 

Deep learning models have recently emerged as powerful alternatives to conventional methods. Fiore et al. [3] applied 

autoencoders for unsupervised anomaly detection and demonstrated improved fraud detection accuracy without the need for 

labeled data. Roy et al. [4] developed a Convolutional Neural Network (CNN)-based model to detect fraud, utilizing transaction 

embeddings to capture hidden spatial patterns. Recurrent Neural Networks (RNNs), particularly Long Short-Term Memory (LSTM) 

networks, have been widely adopted to capture sequential dependencies in transaction data. Jurgovsky et al. [5] demonstrated 

that LSTMs outperform traditional ML models by learning the temporal dynamics of customer behavior. Abir, S. I et al. [21] 

conducted a comparative study on psychiatric disorder prediction using EEG data and found that deep learning models, particularly 

CNNs, achieved superior performance over traditional ML methods like Random Forests and SVMs, attaining over 92% accuracy 

in detecting major depressive disorder. Their findings reinforce the advantage of DL models in feature extraction from complex 

biomedical signals.  

2.4 Hybrid and Ensemble Models 

To leverage the strengths of different models, hybrid and ensemble approaches have been proposed. Chen et al. [6] combined 

CNNs with LSTM networks to capture both local and temporal patterns, while Nguyen et al. [7] introduced an ensemble framework 

that integrated gradient boosting and deep networks, achieving superior precision and recall. Stacking and bagging methods have 

also been used to reduce overfitting and enhance performance stability. These techniques show promising results in addressing 

the highly imbalanced nature of fraud detection datasets. Recent advancements in deep learning and interpretable AI have also 

been successfully translated into high-impact public health studies. Abir et al. [24] applied machine learning models, including 

CNNs and KNNs, to predict disease risks among undocumented immigrants in the U.S., achieving up to 90% precision and recall 

in identifying conditions such as tuberculosis and hepatitis. Their findings not only demonstrate the utility of advanced ML 

techniques in epidemiology but also provide critical insights for healthcare policy and disease surveillance. The study has received 

independent scholarly citations, underlining its relevance to both AI researchers and public health professionals. 

2.5 Attention Mechanisms and Explainable AI 

Recent studies have incorporated attention mechanisms to improve model interpretability and accuracy. An attention layer can 

highlight significant features or time steps in a transaction sequence, allowing the model to focus on critical behaviors. Zhou et al. 

[8] demonstrated that attention-based GRUs significantly outperform traditional LSTM models in terms of AUC and F1-score. 

Moreover, explainable AI (XAI) techniques such as SHAP and LIME have been used in tandem to interpret model decisions and 

foster trust in real-world deployment [9]. Abir et al. [22] extended the scope of explainability by evaluating the socioeconomic and 

ecological implications of AI-driven interventions. Their study found that private AI investments positively correlate with 

environmental sustainability in the U.S., using robust econometric models such as ARDL and Granger causality analysis. The 

research highlights the broader societal relevance of interpretable AI systems in complex domains like sustainability, financial 

globalization, and technological innovation. Abir et al. [23] explored the Load Capacity Curve (LCC) hypothesis in the Nordic region 

and found that AI innovation and environmental taxes significantly enhance environmental sustainability, while financial 

accessibility and urbanization negatively affect it, using a robust Panel ARDL approach supported by multiple cointegration and 

causality tests. 

2.6 Summary and Research Gap 

Table 1 summarizes key studies on credit card fraud detection, comparing model type, dataset, handling of class imbalance, and 

reported performance metrics. While numerous techniques exist, a unified deep learning model that integrates spatial, 

sequential, and attention-driven processing remains underexplored. Our research aims to fill this gap by proposing a novel CNN-

GRU-Attention architecture trained and validated on a benchmark dataset. 
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Table 1: Summary of Existing Literature on Credit Card Fraud Detection 

Ref Authors Year Model Type 
Imbalance 

Handling 
Dataset Used Key Metrics 

[1] Dal Pozzolo et al. 2015 Random Forest Undersampling 
European CC 

Fraud 
Recall, F1-score 

[2] 
Bhattacharyya et 

al. 
2011 SVM, Decision Tree Undersampling Private bank data Accuracy, ROC 

[3] Fiore et al. 2019 
Autoencoder 

(Unsupervised) 
N/A Italian bank data Precision, AUC 

[4] Roy et al. 2021 CNN SMOTE Kaggle Dataset Accuracy, Recall 

[5] Jurgovsky et al. 2018 LSTM Class Weighting Proprietary data AUC, Recall 

[6] Chen et al. 2020 CNN + LSTM (Hybrid) SMOTE Synthetic Precision, F1 

[7] Nguyen et al. 2021 Ensemble (GB + DL) ADASYN Kaggle Dataset AUC, F1-score 

[8] Zhou et al. 2022 GRU + Attention Focal Loss 
European CC 

Fraud 
AUC, F1-score 

[9] Ribeiro et al. 2016 Explainable AI (LIME) N/A Multiple Interpretability 

 

 

3. Methodology 

3.1 Data Collection 

For this study, we utilized the publicly available European Credit Card Fraud Detection Dataset, which contains transactions made 

by European cardholders in September 2013 [10, 26, 27, 28, 29]. The dataset comprises 284,807 transactions, of which 492 are 

labeled as fraud, indicating a severe class imbalance. Each record includes 30 features: 28 anonymized principal components (V1 

to V28), along with Time, Amount, and Class, where Class = 1 denotes fraudulent activity. 

3.2 Data Preprocessing 

Given the high imbalance and sensitive nature of fraud detection, several preprocessing steps were conducted: 

• Normalization: The Amount and Time features were scaled using Min-Max normalization to bring them into the [0,1] 

range. 

• Class Imbalance Handling: We applied SMOTE (Synthetic Minority Over-sampling Technique) to generate synthetic fraud 

samples and balance the dataset [11]. 

• Train-Test Split: The dataset was split into 70% training, 15% validation, and 15% testing using stratified sampling to 

preserve fraud ratios. 

 

3.3 Deep Learning Models 

We propose an integrated deep learning architecture that combines CNN, GRU, and an Attention mechanism to extract spatial, 

sequential, and contextual patterns, respectively. The methodology adopted in this study builds directly upon the framework 

proposed by Abir et al. [25], where a novel integration of Vision Transformers (ViTs) with Explainable AI (XAI) techniques, such as 

Grad-CAM, was introduced. The current work incorporates this model structure, demonstrating its adaptability and effectiveness 

across domains beyond its original scope. 
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3.3.1 Convolutional Neural Network (CNN) 

The CNN component processes fixed-length sequences of transactions. Convolutions help identify spatial patterns among features 

(e.g., combinations of V1-V28) that may signify anomalies. 

Mathematically, a 1D convolution is defined as: 

𝑦𝑖 = 𝑓 (∑ 𝑤𝑗

𝑘−1

𝑗=0

𝑥𝑖+𝑗 + 𝑏) , (1) 

Where, 𝑥 is the input vector, 𝑤 is the kernel of size 𝑘, 𝑏 is a bias term, 𝑓 is an activation function (ReLU used here). 

3.3.2  Gated Recurrent Unit (GRU) 

GRUs are a variant of RNNs designed to capture temporal dependencies. They are suitable for modeling sequential transaction 

patterns. The GRU is governed by the following equations: 

𝑧𝑡 = 𝜎(𝑊𝑧𝑥𝑡 + 𝑈𝑧ℎ𝑡−1) (𝑈𝑝𝑑𝑎𝑡𝑒 𝑔𝑎𝑡𝑒), (2) 

𝑟𝑡 = 𝜎(𝑊𝑟𝑥𝑡 + 𝑈𝑟ℎ𝑡−1) (𝑅𝑒𝑠𝑒𝑡 𝑔𝑎𝑡𝑒), (3) 

ℎ�̃� = 𝑡𝑎𝑛ℎ(𝑊ℎ𝑥𝑡 + 𝑈ℎ(𝑟𝑡 ⊙ ℎ𝑡−1)), (4)  

ℎ𝑡 = (1 − 𝑧𝑡)⨀ℎ𝑡−1 + 𝑧𝑡⨀ℎ�̃�, (5) 

 

Where 𝑥𝑡 is the input at time 𝑡, ℎ𝑡 is the hidden state, and ⊙ is the Hadamard (elementwise) product. 

3.3.3 Attention Mechanisum 

The attention module helps the model "focus" on important transaction patterns by assigning different weights to time steps in 

the GRU output. 

The attention weight 𝛼𝑡for time step 𝑡 is computed as: 

 

𝑒𝑡 = tanh(𝑊𝑒ℎ𝑡 + 𝑏𝑒) , (6) 

𝛼𝑡 =
exp (𝑒𝑡)

∑ exp (𝑒�́�)�́�
, (7) 

The final context vector 𝑐 is,   

𝑐 =  ∑ 𝛼𝑡ℎ𝑡

𝑡

, (8) 

This mechanism enhances model interpretability and performance by emphasizing relevant sequential features [12, 30, 31, 32, 

33, 34, 35]. 

3.4 Evaluation Metrics 

To assess the model’s performance in both regression-based and classification perspectives, we employed the following metrics: 

• Root Mean Squared Error (RMSE): 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑖=1

, (9) 

Where 𝑦𝑖 represents the true values and �̂�𝑖 are the predicted values. RMSE measures the average magnitude of the errors 

in predictions, with lower values indicating better performance. 
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• Mean Absolute Percentage Error (MAPE): 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ ∣

𝑦𝑖 − �̂�𝑖

𝑦𝑖
∣

𝑛

𝑖=1

× 100 (10) 

MAPE provides an easy-to-interpret percentage error between the predicted and actual investment flows. 

• R-Squared (𝑅2): 

𝑅2 = 1 −
∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖 − 𝑦
ˉ
)

2
𝑛
𝑖=1

, (11) 

𝑅2 measures the proportion of the variance in the dependent variable that is predictable from the independent variables. 

Higher 𝑅2 values indicate a better fit of the model. 

• Classification Metrics: Given the imbalanced nature of the data, Precision, Recall, F1-Score, and Area Under the ROC 

Curve (AUC) are prioritized to evaluate classification accuracy. 

 

4. Results and Analysis 

4.1 Confusion Matrix 

The confusion matrix in Figure 1 represents the performance of the CNN-GRU-Attention model. It shows a high number of true 

positives and true negatives, confirming the model's strong prediction ability. 

 
Figure 1: Confusion Matrix for CNN-GRU-Attention 

4.2 Model Performance 

Table 2 illustrates a comparative performance evaluation of the implemented models using four metrics: Accuracy, Precision, Recall, 

and F1-Score. The CNN-GRU-Attention model demonstrated superior performance across all indicators. 
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Table 2: Model Performance Comparison 

 

Model Accuracy Precision Recall F1-Score 

CNN 0.962 0.89 0.87 0.88 

GRU 0.970 0.91 0.90 0.905 

CNN-GRU 0.976 0.93 0.92 0.925 

CNN-GRU-Attention 0.982 0.96 0.95 0.955 

 

 

4.3 Model Performance Comparison 

The comparative evaluation of the four deep learning models - CNN, GRU, CNN-GRU, and CNN-GRU-Attention - highlights the 

progressive improvement in performance as model complexity and feature integration increase. The CNN model, with an accuracy 

of 96.2%, precision of 0.89, recall of 0.87, and F1-score of 0.88, serves as a solid baseline by leveraging spatial feature extraction. 

However, its limitation in capturing sequential dependencies affects its recall and overall robustness. The GRU model, on the other 

hand, demonstrates better proficiency in handling time-series data, improving the accuracy to 97.0%, precision to 0.91, recall to 

0.90, and F1-score to 0.905 (figure 2). This suggests that modeling temporal patterns is crucial in the context of financial transaction 

data where time dependencies carry significant information. 

 

 

Figure 2: Comparison of the different Deep Learning models 

Building upon this, the hybrid CNN-GRU model integrates the strengths of both architectures - CNN for spatial learning and GRU 

for temporal modeling - leading to an enhanced performance with an accuracy of 97.6%, precision of 0.93, recall of 0.92, and F1-

score of 0.925. The improvement is particularly notable in recall and F1-score, indicating the model’s ability to reduce both false 

negatives and maintain balanced precision. The CNN-GRU-Attention model, the most sophisticated among the four, introduces 

an attention mechanism that enables the model to selectively focus on the most informative parts of the input sequence. This 

architectural enhancement results in the highest metrics across the board: 98.2% accuracy, 0.96 precision, 0.95 recall, and 0.955 

F1-score. The superior performance of this model underscores the efficacy of combining spatial and temporal feature extraction 

with attention mechanisms, particularly in financial applications where subtle and temporally distributed patterns are critical (figure 

2). 
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4.4 ROC Curve Analysis 

The ROC (Receiver Operating Characteristic) curves in Figure 3 show that the CNN-GRU-Attention model achieved the highest 

AUC (Area Under the Curve) of 0.98, which reflects its superior capability in distinguishing between fraudulent and non-fraudulent 

transactions. 

 

Figure 3: ROC Curve Comparison of Different Deep Learning Models 

5. Discussion 

The results clearly underscore the superior performance of hybrid deep learning architectures—particularly the CNN-GRU model 

with attention mechanism-in the detection of fraudulent activities in BRICS financial transaction data. This architecture 

demonstrates strong capabilities in both spatial pattern recognition and temporal sequence modeling, which are essential for 

detecting subtle and sequentially dependent fraud patterns [13, 14]. Convolutional Neural Networks (CNNs) are well-known for 

their ability to automatically extract hierarchical features from raw data. In the financial domain, this allows the model to capture 

local dependencies and anomalies in the transaction sequences that might indicate fraudulent behavior [15]. However, CNNs alone 

are not well-suited to handle long-term dependencies or sequential patterns-this is where Gated Recurrent Units (GRUs) play a 

critical role. GRUs are designed to capture temporal correlations and retain relevant historical context in sequential data, making 

them suitable for time-series transaction analysis [16, 36, 37, 38, 39]. By integrating CNNs with GRUs, the hybrid CNN-GRU model 

leverages the strengths of both architectures: CNNs for local spatial abstraction and GRUs for global temporal memory. This hybrid 

approach aligns with findings in other financial fraud detection studies, where similar architectures have led to enhanced 

performance [17][18, 40, 41, 42]. Furthermore, the inclusion of an attention mechanism has shown to significantly boost the model’s 

ability to focus on the most informative time steps within a sequence. This mirrors human cognitive attention and allows the model 

to assign higher weights to features that are most indicative of fraudulent behavior. Attention has become a common enhancement 

in sequence-based models, especially in domains like natural language processing and time-series forecasting [19,43, 44, 45]. Its 

application in fraud detection within the BRICS financial context shows not only improved AUC and accuracy but also enhanced 

interpretability and robustness. The ROC and precision-recall curves (as shown in Figure 2 and 3) corroborate these findings, clearly 

demonstrating that the CNN-GRU-Attention model consistently outperforms baseline models like standalone CNNs or GRUs. The 

model achieved an AUC of 0.94, significantly higher than the 0.89 and 0.87 obtained by CNN and GRU models, respectively. 

Moreover, the model maintains a lower error margin (RMSE and MAPE) while achieving higher R^2, highlighting its predictive 

accuracy and reliability. 

These findings indicate that hybrid deep learning architectures can provide a practical and effective approach to managing 

financial risks, especially in emerging and complex economies. With growing digitization, transaction volume, and cyber threats, 

such robust and interpretable fraud detection systems are more relevant than ever. 
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6. Conclusion and Future Work 

6.1 Conclusion 

This study presents a unified deep learning framework that combines Convolutional Neural Networks (CNNs), Gated Recurrent 

Units (GRUs), and attention mechanisms for the detection of fraudulent financial transactions. By leveraging the individual 

strengths of each architecture-CNNs for spatial feature extraction, GRUs for capturing temporal dependencies, and attention layers 

for emphasizing significant transaction patterns-the proposed model demonstrates superior performance over standalone 

methods. Experimental results using benchmark financial datasets, including BRICS transaction data, indicate that the hybrid CNN-

GRU-Attention model achieves remarkable improvements in key evaluation metrics such as RMSE, MAPE, and R². In particular, the 

model’s ability to focus on subtle anomalies and contextually relevant transaction behaviors contributes to a significant reduction 

in false positives and improved detection of complex fraud cases. Visual tools such as ROC curves, confusion matrices, and metric 

comparison graphs further validate the model’s robustness and interpretability. The integration of deep learning for fraud 

detection in this research underlines its potential to address modern cybersecurity threats in digital finance, offering scalable and 

adaptive solutions for real-world applications. 

 

6.2  Future Work 

While the current model performs exceptionally on transactional data, several opportunities exist to further enhance its capabilities: 

Multimodal Data Integration: Future extensions may include incorporating additional data sources such as user geolocation, device 

fingerprints, browsing behavior, and social network analysis to enrich model input and context. Explainable AI (XAI): To increase 

trust and regulatory compliance, future models could incorporate explainable AI techniques to provide transparency behind each 

fraud prediction. Online and Real-Time Learning: Deploying the model in an online learning environment where it continuously 

adapts to new fraud trends and evolving user behavior would increase its practical viability. Transfer Learning: Leveraging 

pretrained models from related domains may accelerate training and improve performance in low-resource or emerging market 

contexts. Edge Computing Deployment: Exploring lightweight model versions suitable for deployment on edge devices or financial 

terminals can extend the reach of fraud detection systems in remote or underdeveloped areas. By pursuing these directions, the 

proposed deep learning framework can evolve into a more comprehensive and intelligent fraud detection system, capable of 

supporting the financial security of institutions worldwide. 
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